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ABSTRACT 

Data communication is a critical part of Data Center Networks (DCNs), ensuring the efficient and reliable 

transfer of data between nodes. Using the shortest path for data forwarding is a common approach in 

DCNs because it helps minimize latency. Τhis method can present challenges, commonly related to 

network congestion and increased vulnerability to node failures. Given the inherent self-similarity and 

multipath routing characteristics of the fat-tree topology, the work at hand proposes an enhanced search 

method that aims to improve the efficiency of the Depth-First Search (DFS) method. The proposed 

algorithm is compared with the original algorithm on the typical network architecture found in data 

centers. The results highlight the advantages of the proposed enhanced DFS method, demonstrating its 

improved scalability and effectiveness in minimizing latency. The proposed method consistently reduces 

energy consumption under various network load conditions. 

Keywords-data center network; fat-tree topology; depth-first search; uninformed search algorithm  

I. INTRODUCTION  

The evolution of data centers is driven primarily by the 
growth of Internet of Things (IoT) environments [1]. IoT 
technology and its rapid growth are expected to play an 
increasing important role in the future [2]. Cloud computing 
has transformed the shape of the IT industry with its scalability, 
flexibility, and cost-effectiveness [3, 4], while supporting the 
development of emerging technologies such as Artificial 
Intelligence (AI) and IoT [5], which may be distinct, but can be 
integrated to enable each other's functions [6].  

Data communication is a critical part of DCNs and the fat-
tree network architecture is widely recognized as the dominant 
choice. Fat-tree networks can form a Data Center Network 
(DCN) architecture that provides a scalable and efficient 
solution for transporting high-bandwidth data [7]. The 
architectural design incorporates a multi-tiered hierarchical 
topology with multiple leaf nodes and intermediate switches, 
allowing for a high degree of adaptability and expandability 
[8]. The fat-tree network architecture has tree-shaped branches 

and no blocking, as in Clos networks. In a fat-tree network, the 
core layer is at the top, followed by the aggregation layer, 
switches at the edge of the network, and servers at the base 
layer. The edge switches and the aggregation layer form pods 
that connect to the base layer, which contains switches and 
servers [9]. The branches are data links of varying thickness 
(bandwidth) that are used efficiently with their underlying 
technology being considered [10]. In addition, the edge 
switches act as the connection point for the servers, commonly 
referred to as hosts. Although fat-tree networks are widely used 
in DCNs, finding the shortest path for data transfer can present 
some challenges [11]. Complex topology, load balancing 
issues, fault recovery procedures, and configuration overhead 
can all affect their reliability and efficiency [12]. These 
challenges can lead to suboptimal routing decisions, increased 
latency, and reduced network efficiency [13]. 

II. LITERATURE REVIEW 

Various routing algorithms have been proposed for DCNs, 
focusing on adaptive routing, reliability, low response time, 
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and fault tolerance. These requirements are best met by the 
widely used multipath routing schemes [14-17]. Today's large-
scale networks and data centers have a hierarchical structure 
consisting of routing and switching components with a large 
number of alternative paths. The use of routing protocols 
automates the creation of routing tables and enables the 
discovery of new routes in response to network changes, such 
as network failures or new links and routers [18]. Tharun and 
Kottilingam [13] proposed a very effective framework, the 
Dynamic Cluster-topology with a triangle model and dynamic 
sub topology Load Balancing (DCLB). This framework aims to 
optimize the scheduling of network flows in fat-free DCNs by 
dynamically incorporating additional IP header route 
information. It reduces memory usage, selects the least-cost 
path to optimize routing, and effectively manages traffic load 
balancing. Kulakov et al. [19] proposed and justified the 
organization of DCNs with fat-tree topology based on software 
configurable network technology using an improved deep 
search algorithm. The algorithm reduces the construction time 
of such networks by taking into account the self-similarity of 
the DCN topology, thereby improving the efficiency of large-
scale DCNs. In addition, it allows the optimization of paths 
based on specified metrics during the construction process. 
Satotani and Takahashi [20] used a Depth-First Search (DFS) 
algorithm to find a Generalized Moore Graph (GMG) of a 
given degree and order. They found that the algorithm worked 
very well for small graphs, but was time consuming for large 
degree and order values. Liu et al. [21] proposed an exceptional 
set of rules for hybrid DCNs to properly schedule the circuit 
switch so that it handles most of the traffic demand, leaving 
little to the slower packet switch. They found that the proposed 
Best First Fit (BFF) method with partial reconfigurability 
significantly outperforms Eclipse with much lower 
computational complexity. 

Authors in [22] proposed the fitted fat-tree architecture, a 
flexible DCN architecture whose topology and performance 
can be easily adjusted according to the traffic demand. The 
proposed architecture provided the same performance as the 
original fat-tree, but with significantly reduced computational 
cost. Isaia and Guan [23] used Mininet applications with an 
advanced fat-tree topology to overcome traffic bottlenecks in 
the network by assigning weights to the nodes and the 
communication links according to their capabilities, resulting in 
reduced packet loss and jitter. Biswas and Hussain [24] 
introduced a novel design that reduces the network size by 
removing the highest switch level while maintaining the 
scalability of MIN fat-tree algorithm. The proposed network 
architecture significantly reduces the delay and the number of 
switches. Their experiments showed that approximately 
33.33% of the switches were reduced for 8 clients and 14.28% 
for 128 clients. Further research can determine if the network 
width can also be reduced while maintaining its scalability. 

This study proposes an enhanced search method for a 
typical DCN to improve the efficiency of DFS and compares it 
with the original algorithm. The results indicate that the 
proposed algorithm reduces latency and energy consumption. 

III. MATERIALS AND METHODS 

This section consists of two parts, the first part describes 
the uninformed search algorithms in DCN and the second part 
describes the proposed enhanced algorithm based on DFS. 

A. Overview of Uninformed Search Algorithms in Data 
Center Networks 

Uninformed search is a state-space solution strategy that 
does not use any additional state information other than that 
provided in the problem definition and is capable of developing 
successors and distinguishing the target state from the non-
target state. Uninformed and informed search algorithms are 
shown in Figure 1. DFS, Breadth-First Search (BFS), and 
Uniform Cost Search (UCS) are three different algorithms used 
to search and traverse graph structures. A comparison of these 
algorithms based on different aspects is given in Table I [25, 
26]. 

BFS is a state-space decision-making strategy that first 
explores the root node, then all of the descendants of the root 
node, then the descendants of those descendants, and so on. All 
nodes at a given depth in the search tree are explored before 
any other nodes are expanded, and if all have the same cost 
BFS is optimal [27, 28]. BFS uses a First-In-First-Out (FIFO) 
queue, starting at the root node, and the current node is 
retrieved from the top of the queue at each iteration. The search 
stops when the current node is the destination. BFS is a level-
wise traversal technique that explores nodes layer by layer, 
ensuring that all nodes are visited in the shortest possible 
number of steps [29]. 

UCS is a generalization of the BFS algorithm that takes 
cost into account [30]. In cost-based search, nodes are explored 
from most costly to least costly depending on their distance 
from the root node. The nodes are stored in a priority queue, 
and at each algorithm step, the lowest-cost node is explored 
[31]. This algorithm is optimal for finding the shortest path 
when edge costs are different and non-negative. When the costs 
are equal, the search is identical to the BFS. However, the 
search procedure can enter an infinite loop if it explores a node 
that has a zero-cost action that again points to the same state. 
Thus, it is possible to guarantee the completeness and 
optimality of the search if the costs of all actions are strictly 
positive [31]. 

DFS is an algorithm that follows the "go deep, head first" 
concept. DFS analyzes the first path from the current node in 
the list, then its second path, and so on. Explored nodes are 
removed from the path so the search continues from the next 
deepest node with unexplored paths. The DFS method can be 
implemented using a Last-In-First-Out (LIFO) stack or a 
recursive function [32, 33]. 
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Fig. 1.  Uninformed and informed search algorithms. 

TABLE I.  UNINFORMED SEARCH ALGORITHMS 

Metrics DFS BFS UCS 

Searching 

strategy 

Explorer nodes 

along each 
branch 

Visit all the 

vertices of a graph 

Visit vertices in 

order of increasing 
cost 

Memory 

complexity 

Less memory 

compared to 

BFS, UCS 

Less memory 

compared to UCS 

More memory than 

DFS, BFS 

Time 

complexity 

O(n + m), 

where n = 

vertices number 

and m = edges 

number 

O(n + m), where n 

= vertices number 

and m = edges 

number 

O(E log V), where E 

= edges number, V = 

vertices number 

Optimality 

shortest route 

assignment in 

an unweighted 

graph 

Determine the 

minimum distance 

between two 

nodes in a 

directed graph 

with weights 

Does not guarantee 

optimality 

Use cases 

Suited for 

solving mazes 

and generating 

random 

spanning trees 

Suited for finding 

shortest paths in 

unweighted 

graphs 

Suited for finding 

the shortest path in a 

weighted graph and 

optimal solutions in 

decision trees 

Topology 
Used on trees or 

mazes 

Used on trees, 

mazes, and grids 

Used on graphs 

where edge weights 

have a meaningful 

interpretation 

Drawbacks 

Takes an 

exponential 

amount of time 

in the worst 

case 

Requires a lot of 

memory 

It can be slow in the 

case of large graphs 

 

B. Enhanced Algorithm based on a Depth-First Search 

DFS is an iterative algorithm that uses the backtracking 
method. It defines a node as visited or unvisited. Assuming that 
no other nodes have been visited, it sends a packet to the 
destination node, flags it as visited, and examines the data of its 
immediate neighbors. The packet moves to the next forward 
node until it finds no forward nodes on the current path, and 
then moves backward on the same path to find a traversable 
node on another path. This algorithm visits all nodes in the 
specified path, identifies any unwanted nodes, traverses them 
all, and then selects the next path. The transition process 
between nodes can continue in a loop and go into an infinite 
loop. This can affect the search for the desired (target) node, 
and the algorithm may not be able to find it. Path selection can 
be achieved using one of three primary methods: 

 The worst-fit method always allocates the most significant 
available bandwidth to the channel associated with the node 

in the hope that the remaining bandwidth will be helpful in 
serving a future request.  

 The first-fit method is the simplest technique for selecting a 
path within any frequency range from among all 
frequencies that meet the requirements. This method 
accepts the request to assign nodes for the subsequent 
process by following the pointer as it moves through the 
network, tracing the route for all accessible nodes.  

 The best-fit method is a technique that uses the channel 
bandwidth that effectively meets the requirements. 

It is worth noting that when using the DFS method with 
multiple paths in a DCN, the worst-fit method is considered 
more effective than the other methods. DFS uses a centralized 
process to manage the bandwidth of each channel and the 
routing of all data packets within the DCN. The topology 
defines the two nodes to be connected as the sender and 
receiver nodes and the level of the two nodes, thus eliminating 
unnecessary transitions between levels. 

The proposed enhanced DFS algorithm, shown in Figure 2, 
introduces a global variable that indicates the direction of the 
nodes in the network to speed up the transition between levels: 
If the variable is equal to 1, the selected transition path is up the 
tree. If the variable is equal to -1, the selected transition path is 
down the tree. If the sender and receiver nodes pass on a 
connectable level, the variable is equal to -1. This means that 
the traversal has reached the local limit and must go down the 
tree. If the traversal reaches a switch representing an edge node 
that isn't connected to the receiver, the next variable is set to 1 
and the traversal returns to the previous level. A comparison of 
recent research with our proposed algorithm based on different 
aspects is given in Table II. 

TABLE II.  COMPARISON BETWEEN ENHANCED DFS 
ALGORITHM AND RECENT RESEARCH 

Recent 

researches 

Shortest 

path 
Least cost 

Fast tree 

exploration 

[13]  
✔  

[19] 
✔ ✔  

[20]   
✔ 

[21] 
✔ ✔  

[22]  
✔  

[23] 
✔ ✔  

Enhanced DFS 
✔ ✔ ✔ 

 

IV. RESULTS AND DISCUSSION 

The proposed method was evaluated using the OMNET++ 
version 5.6.2 emulator with MATLAB version R2016a. The 
traditional DCN architecture with a proposed modification to 
the topology was used to analyze and confirm the effectiveness 
of the proposed method in finding a set of paths. The simulated 
system is illustrated in Figure 3 and the results of the shortest 
path search are shown in Table III. The algorithm produces 4 
paths between the vertices S0 and S4 and the average path 
length is (4+5+8+8)/4 = 6.25, since the lengths of the paths are 
4, 5, 8, and 8, respectively [34]. 
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Fig. 2.  Enhanced DFS algorithm. 

TABLE III.  PATHS BETWEEN S0 AND S4 VERTICES 

Path number Path direction Length 

Path 1 S0,N0,N6,N2,S4 4 

Path 2 S0,N6,N8,N7,N2,S5 5 

Path 3 S0,N0,N4,N1,N5,N3,N7,N2,S5 8 

Path 4 S0,N0,N4,N9,N5,N3,N7,N2,S5 8 

 
Figures 4 and 5 show the relationship between the number 

of paths and the number of DCN nodes for the basic and 
modified DFS algorithms, respectively. It can be observed that 
the number of paths increases significantly as the number of 
DCN nodes increases for the basic DFS. On the other hand, the 

increase is smaller for the modified DFS. This is because the 
basic DFS performs a sequential enumeration of all paths. In 
the modified DFS, the self-similar network topology is taken 
into account, allowing the optimal path to be selected each 
time, thus reducing the number of iterations. Figure 6 shows 
the relationship between the total number of DCN nodes and 
the number of iterations required by both DFS methods. As can 
be seen, the advantage of the proposed algorithm increases as 
the number of DCN nodes increases. 

Calculating the network delay helps reduce response time, 
energy consumption, and improve network performance. The 
delay depends on the number of hops, the transmission delay 
between nodes and the network load. The delay increases 
gradually as the network load increases, especially at higher 
values, which is expressed by a logarithmic relationship. On 
the other hand, the energy consumption depends on the number 
of nodes and the network load in a common logarithmic 
relationship, because network systems start with a significant 
increase in consumption and then the consumption increase 
slows down with the increase of nodes and network load [35]. 
The average delay can be calculated using (1), taking into 
account the number of hops and the traffic load: 

������� ��	�
 = � ×  � ×  log(1 + ��) (1) 

where �  is the number of hops required to transfer data, � 
represents the time between two nodes to transfer data, and �� 
is the amount of data transferred through the network. Figure 7 
illustrates a comparison of the average packet delays for four 
resource allocation techniques: modified DFS, best-it, worst-fit, 
and first-fit, under varying traffic loads. The modified DFS 
approach outperforms the others, maintaining consistently low 
delays regardless of traffic intensity. This reflects its strong 
ability to handle traffic efficiently and reduce congestion. 
Conversely, the worst-fit strategy exhibits the highest delays, 
especially under heavy traffic, indicating poor resource 
allocation. Best-fit and first-fit perform moderately well, but 
their delays increase steadily with increasing traffic load, 
indicating limited efficiency in high-demand scenarios. 
Overall, the results highlight the clear advantage of modified 
DFS, demonstrating its scalability and effectiveness in 
minimizing latency when traditional methods struggle with 
increased traffic. This underscores the importance of utilizing 
advanced optimization techniques to improve network 
performance. The values obtained from the experiments are 
shown in Table IV. 

TABLE IV.  AVERAGE DELAY OBTAINED FROM TRAFFIC 
LOAD EXPERIMENTS 

Traffic 

load 
First-fit Best-fit Worst-fit 

Enhanced 

DFS 

0.1 0.7500 0.7500 0.7500 0.0500 

02 0.7667 0.7685 0.7685 0.0556 

0.3 0.7971 0.8241 0.8024 0.0611 

0.4 0.8366 0.9167 0.8462 0.0667 

0.5 0.8833 1.0463 0.8981 0.0722 

0.6 0.9363 1.2130 0.9570 0.0778 

0.7 0.9949 1.4167 1.0222 0.0833 

0.8 1.0587 1.6574 1.0930 0.0889 

0.9 1.1271 1.9352 1.1690 0.0944 

1.0 1.2000 2.2500 1.2500 0.1000 
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Fig. 3.  Paths between DCN nodes. 

 
Fig. 4.  Number of paths in base DFS algorithm. 

 

Fig. 5.  Number of paths in modified DFS algorithm. 

 

Fig. 6.  Iterations dependency on the number of DCN nodes. 

 
Fig. 7.  Comparison of packet delay versus traffic load. 

Determining energy consumption is critical because it helps 
in determine operating costs, emissions, and environmental 
footprint. The goal is to design a greener network by using 
advanced routing algorithms that reduce energy consumption, 
which is reflected in network performance, especially in 
power-sensitive networks, including Wi-Fi sensor networks. 
The energy consumption can be calculated using (2): 

�����
 �������� �� =  

�! ×   log (1 +  �� ×  �)  (2) 

where �!  is a factor that determines the efficiency of each 

algorithm and its energy consumption characteristics, �� is the 

amount of data transferred through the network, and � is the 

number of hops required to transfer the data. In Figure 8, the 

results show that the modified DFS consistently outperforms 

alternative allocation methods in terms of efficiency, 

maintaining stable and minimal energy consumption despite 

increasing network load. This efficiency is likely due to its 
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superior resource allocation technique, which can reduce 

fragmentation and improve resource utilization. The stability of 

modified DFS makes it suitable for energy sensitive networks, 

such as IoT systems or data centers, where energy costs are a 

significant constraint, especially under high load conditions. 

Worst-fit exhibits exponential growth in energy consumption 

as load increases, indicating significant inefficiencies likely due 

to severe fragmentation, making it inappropriate for high-

demand environments. Best-fit and first-fit are reasonable 

options, with energy consumption growing more slowly than 

worst-fit, although they still fall short of the efficiency and 

scalability of modified DFS. These techniques may be 

appropriate for networks with moderate loads but are less 

effective in conditions that require sophisticated power control. 

In summary, modified DFS is the most effective method for 

maintaining low energy consumption under varying network 

loads, whereas worst-fit is the least efficient. Best-fit and first-

fit provide intermediate solutions, but exhibit reduced 

adaptability under high load conditions. The values obtained 

from the experiments are shown in Table V. 

TABLE V.  ENERGY CONSUMPTION OBTAINED FROM 
TRAFFIC LOAD EXPERIMENTS 

Traffic 

load 

First-fit Best-fit Worst-fit Enhanced 

DFS 

0.1 1.0474 1.0200 1.0025 1.0048 

02 1.0671 1.0400 1.0100 1.0091 

0.3 1.0822 1.0600 1.0225 1.0131 

0.4 1.0949 1.0800 1.0400 1.0168 

0.5 1.1061 1.1000 1.0625 1.0203 

0.6 1.1162 1.1200 1.0900 1.0235 

0.7 1.1255 1.1400 1.1255 1.0265 

0.8 1.1342 1.1600 1.1600 1.0294 

0.9 1.1423 1.1800 1.2025 1.0321 

1.0 1.1500 1.2000 1.2500 1.0347 

 

 
Fig. 8.  Comparison of energy consumption versus traffic load. 

V. CONCLUSION 

This study proposes a modified Depth-First Search (DFS) 

algorithm for finding the optimal route configuration in 

Data Center Networks (DCNs). The proposed algorithm 

optimally exploits the characteristics of the fat-tree 

network topology and increases the efficiency of 

searching for multiple data transmission paths. The 

application of DFS within a fat-tree network topology 

facilitates the construction of multiple paths with 

improved load balancing. The results highlight the 

distinct advantages of the modified DFS, demonstrating 

its scalability and effectiveness in minimizing latency, 

whereas conventional approaches struggle under high 

traffic load conditions. This underscores the need for 

advanced optimization techniques to improve network 

performance. The proposed modified DFS is the most 

effective strategy for keeping power consumption low 

under varying network loads, while worst-fit is the least 

effective. Best-fit and first-fit perform moderately well, 

although they exhibit reduced adaptability in high load 

scenarios. Future research may include the exploration of 

dynamic topologies, where the network adapts primarily 

based on actual usage, rather than using a static topology.  
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