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ABSTRACT 

This study presents a new method that aims to improve iris recognition performance by amplifying high-

frequency components in the frequency domain, considering that iris images naturally contain high-

frequency details. The Haar Wavelet Transform (HWT) and Discrete Cosine Transform (DCT) are used to 

enhance these components and an inverse transformation is applied to obtain iris images with more details. 

As input, the brightness values of the 8 neighboring pixels around each central pixel are used. These values 

are transformed into the frequency domain, the high-frequency band is amplified, and the data are 

reconstructed. Feature vectors are then generated using the Local Binary Pattern (LBP) algorithm, which 

is fed with the enhanced images. These feature vectors are formed using a combination of local histograms 

rather than a global LBP histogram, which are normalized to ensure consistency. The generated feature 

vectors are divided into a 70% training set and a 30% test set and are tested using K-Nearest Neighbors 

(KNN), Support Vector Machines (SVM), and Random Forest (RF) algorithms. The proposed method 

provides a significant performance improvement in terms of accuracy compared to traditional approaches. 

While both HWT and DCT yield similar results, it has been observed that HWT is much faster. In this 

study, a comparison is made in terms of both speed and accuracy. Two different public iris datasets, 

MMU1 and MMU2, are used. This work not only introduces an innovative approach to iris recognition, 

but also makes a significant contribution to the manipulation of pixel brightness values in the frequency 

domain, with the findings being expected to guide future research. 

Keywords-iris recognition; frequency domain; high-frequency amplification; Haar Wavelet Transform 

(HWT); Discrete Cosine Transform (DCT); Local Binary Pattern (LBP) 

I. INTRODUCTION  

Iris recognition uses pattern recognition techniques on iris 
images to uniquely identify an individual [1]. The foundations 
of this technology were first proposed by Flam and Safi in 
1987 [2]. Since then, iris recognition systems have been widely 
utilized in biometric authentication processes, and more than 

50 million people worldwide have been identified deploying 
iris code recognition methods [1, 2]. LBPs capture local texture 
information by converting grayscale variations around a pixel 
into binary codes [3]. This feature has gained prominence 
because it allows the effective representation of micropatterns 
in an image, making the method successful in areas, such as 
texture classification, face recognition, and object detection [4, 
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5]. First introduced in the late 1990s [3], LBP has been 
successfully used in a wide range of applications due to its 
simplicity, computational efficiency, and flexibility [6-14]. 
Authors in [15] proposed a new descriptor called Feature-based 
Local Binary Pattern (FbLBP), which decomposes the 
difference vector into sign and magnitude components and 
improves classification accuracy by more than 10% compared 
to conventional LBP. Similarly, authors in [16] proposed a 
method called Local Binary Pattern Histogram Fourier features 
(LBP-HF), which uses the Fourier transform of LBP 
histograms. LBP-HF provides a more robust representation 
against rotation, delivering effective results in applications 
where rotation variations are significant [17]. Authors in [18] 
proposed a novel iris recognition approach that addresses 
challenges, such as illumination variation, occlusion, and noise, 
by extracting features from modified pixel values and 
combining radial and circumferential features using a Block 
Local Binary Pattern (BLBP) method. The experimental results 
on multiple publicly available iris databases demonstrate the 
effectiveness of the system. This method has shown a high 
success rate especially in object detection applications [19]. 
Authors in [20] proposed the Multi-Scale Block Local Binary 
Patterns (MB-LBP) method by combining Haar wavelets with 
LBP. MB-LBP gained the ability to perform multi-scale 
analysis by integrating Haar-like features with LBP. This 
method has shown a high success rate especially in object 
detection applications. It is thus expected that the integration of 
new algorithms with LBP and its role in frequency-based 
analysis will contribute to the development of more robust and 
powerful systems in the future. 

This study presents a novel approach that significantly 
improves the performance of iris recognition by amplifying the 
high-frequency components in the frequency domain. Unlike 
conventional methods that rely primarily on spatial domain 
features, the focus is on utilizing HWT and DCT to boost the 
high-frequency details of the iris image. The motivation behind 
this approach lies in the fact that iris images naturally contain a 
wealth of high-frequency information, particularly in the fine 
textures of the iris, which are critical for accurate identification. 
By applying HWT and DCT to the image, the present study can 
selectively amplify the frequency components that capture 
these intricate patterns, while suppressing lower-frequency 
components that may introduce redundancy or noise into the 
feature extraction process. The core of the proposed method 
involves the extraction of pixel intensity values from the eight 
neighboring pixels surrounding each central pixel in the iris 
image. These pixel values are then transformed into the 
frequency domain, where the high-frequency bands are 
amplified to enhance the finer details of the iris texture. Once 
the frequency components have been modified, an inverse 
transformation is applied to reconstruct the image with the 
amplified high-frequency details. This reconstructed image 
retains the essential features of the iris while highlighting the 
subtle patterns that are often critical to distinguishing between 
individuals. The enhanced image is then fed into the feature 
extraction process, where the LBP algorithm is employed to 
generate robust feature vectors. 

The contributions of this work are twofold. First, it 
introduces a new method for enhancing iris recognition 

performance by amplifying the high-frequency components of 
the iris image in the frequency domain. This approach 
addresses the limitations of traditional methods, which often 
overlook the importance of high-frequency details that are 
critical for accurate recognition. Second, it makes a significant 
contribution to the field by demonstrating the practical 
application of HWT and DCT in improving iris recognition 
accuracy and computational efficiency. By integrating these 
techniques with advanced feature extraction algorithms, like 
LBP, a comprehensive solution that improves both the speed 
and precision of iris recognition systems is provided. 

II. MATERIALS AND METHODS 

This study uses the Multimedia University (MMU1) iris 
image dataset, which is accessible via [21], and the MMU2 iris 
image dataset, which was previously accessible via [22], for the 
proposed iris authentication system. The iris images in this 
dataset are openly available, with no license required, and were 
collected from students at Multimedia University. The dataset 
is widely used in biometric systems, such as for attendance and 
authentication purposes. The images are originally stored in 
BMP format, and for this study’s processing they were 
converted to PNG format because the utilized Java processing 
IDE could not handle BMP files. 

In the proposed method, the brightness values of the 8 
neighbors around each central pixel are collected into a one-
dimensional array of length 8. Each of these arrays is 
processed using frequency transformations, such as the HWT 
or DCT. After transitioning to the frequency domain, the high-
frequency components are enhanced. Then an inverse 
transformation is applied, and the resulting frequency data are 
returned to the original space. This process allows for the 
enhancement of fine details and structural information in the 
image. The goal of using HWT and DCT is to enhance subtle 
details in biometric images, such as irises, which are more 
prominent. 

A. Haar Wavelet Transform 

This method collects the brightness values of 8 neighbors 
around each central pixel, arranges them in a one-dimensional 
array, and then applies the HWT to this array. The purpose of 
HWT is to enhance the high-frequency components of the 
image and attenuate the low-frequency components, thus 
making the fine details in the image more distinct. The main 
advantage of HWT is its computational speed. Next, an inverse 
transform is applied, which returns the frequency domain 
image to the original space. This step places the information 
obtained from the frequency transform back into the spatial 
domain. The brightness values of the 8 neighbors around each 
pixel are calculated and stored in the neighbors’ array, as 
shown in: 

neighbors
i� = brightness(p��,��)  (1) 

where p��,��  is the brightness value of the neighboring pixel. 
HWT is a transformation technique used to extract the 
fundamental structure of a signal or image. This process 
involves converting the data into averages and differences and 
involves a two-step operation. The average of two consecutive 
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values is taken, and the first value is subtracted by the average. 
Mathematically, this is expressed in (2) and (3). This operation 
is performed on input
n� over multiple steps. The first step is 
applied to the input
2� elements, the second step to input
4�, 
and so on, continuing until n. At each step, the size of the data 
is halved. The  algorithm structure is: 

input � �
�� = �����
��������
�� �

�    (2) 

!"#$"# ���%
� � = input
i� − output
i�  (3) 

The inverse Haar transform restores the data back to their 
original form. By recombining the averages and differences, 
each data component is recalculated. Mathematically, this is 
expressed by: 

output
i ∗ 2� = original
i� + original
i + k� (4) 

output
i ∗ 2 + 1� = original
i� − original
i + k� (5) 

HWT allows a signal or image to be decomposed into its 
frequency components. These components are divided into 
low-frequency components (averages) and high-frequency 
components (differences). The high frequencies contain fine 
details, edges, and textures of the image, whereas the low 
frequencies reflect the overall structure and main outlines. 
Before performing the inverse transformation, the high-
frequency components in the frequency domain are scaled by a 
certain factor as demonstrated in the code below: 

//High frequency boost code in HWT 

for( int i = 0; i < 8; i++){ 

 for(int j = i; j < 8; j++ ){ 

 if(i != 0 ) 

 neighbors[j] *= 8D / (i + j);  }} 

 

This loop performs the operation of enhancing the high-
frequency components. Each high-frequency component is 
multiplied by a ratio based on its index and its associated 
neighbors. The scaling factor applied to the high-frequency 
components increases as the frequency increases. More 
specifically, each high-frequency component is amplified by 

the factor 
-

��.. This multiplier depends on the sum of the values i 
and j. Larger values of the sum of i and j result in a smaller 
scaling factor. However, since i ≠ 0, the first component (i.e., i = 0 ) remains unchanged; this component generally 
represents the low-frequency components. The main purpose of 
this operation is to enhance the high-frequency components 
with a larger multiplier, making fine details in the image more 
prominent. With this enhancement, the edges, and fine details 
(high-frequency components) in the image become more 
noticeable. Increasing the high-frequency components is 
typically used in operations, such as image sharpening or 
emphasizing details. As a result, the details in the image 
become more visible and clearer. 

B. Discrete Cosine Transform 

DCT is a mathematical transformation used to decompose a 
signal into its frequency components. This transformation 
allows the data to be converted to the frequency domain (low 
and high-frequency components) for analysis. DCT is widely 

utilized, particularly in applications such as image compression 
(e.g., JPEG format). Assuming a sequence is represented as x = 
x4, x , … , x67 �, the DCT transformation is performed as 
in: 

X% = 9�
6 ∙  s% ∑ x�67 �<4 ∙  cos >?@��A

BC%
6 D  (6) 

where XE is the frequency component obtained from the DCT, 

N  is the length of the data, s% = 9 
� (if k = 0, else 1)  is the 

normalization coefficient, x�  represents the elements of the 
input sequence, and k  is the frequency component in the 
output. The inverse DCT is the transformation applied in 
reverse to DCT, bringing the data obtained in the frequency 
domain back to the original time or spatial domain. The 
mathematical formula for the inverse DCT is given in: 

x� = 9�
6 ∑ X%67 %<4 ∙  s% ∙  cos >?@��A

BC%
6 D  (7) 

where x� is the original data element obtained by the inverse 
DCT, X%  are the frequency components in the DCT 
transformation, and s% is the normalization coefficient used in 
the transformation. The brightness values of the 8 neighboring 
pixels around each pixel are taken and placed into the array neighbors
i� . The DCT is then applied to this array of 
neighboring pixels by applying a factor to the frequency 
components to make them more prominent, as shown in: 

dct_freq
j� ×= -
��. ,   if  i ≠ 0   (8) 

where the indices i  and j  represent different frequency 
components. DCT separates the low and high frequencies in 
the image, making smaller and less perceptible details more 
visible. The weights applied to the high frequencies reveal the 
hidden details, such as fine edges or textures. Before the 
inverse transformation, the goal is to make these details more 
prominent by assigning more weight to the high-frequency 
components. To achieve this, each dct_freq
j�  value is 
recalculated with a special multiplier in the following loop: 

//High frequency boost code in DCT 

for( int i = 0; i < 8; i++){ 

 for (int j = i; j < 8; j++ ){ 

 if(i != 0 ) 

 dct_freq[j] *= 8D / (i + j); }} 

 

The multiplier gives more weight to the high-frequency 
components. When i = 0, no change is made, as i = 0 typically 
represents the low-frequency (DC component). In other cases, 

when i ≠ 0 , as i + j  increases, the multiplier 
-

��.  decreases, 

giving more weight to the high-frequency components. This 
makes the high-frequency components more prominent. The 

weight applied to the high-frequency components, 
-

��., ensures 

that fine details, especially sharp edges, and textures, are 
emphasized more. Low frequencies are less emphasized 
because no change is made when i = 0 , and when i + j  is 
small, the multiplier remains close to 1. This helps preserve the 
main structure of the image (such as the background or general 
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colors). This method is particularly useful for sharpening or 
emphasizing visual details. 

C. Local Binary Pattern 

LBP is a method of assigning a bit value to each neighbor 
by comparing the brightness values of a pixel with those of its 
neighbors. These bit patterns show the relationship of each 
pixel to its surroundings and are commonly used in areas such 
as face recognition and texture analysis. Each pixel is 
compared to the values of its 8 neighbors. If the brightness 
value of a neighboring pixel is greater than the brightness value 
of the center pixel, the corresponding bit for that neighbor 
becomes "1", otherwise it becomes "0". These bits are then 
combined to form a number. Mathematically, this is shown in: 

LBP = ∑ 2�O�<4 ∙ 1(p� > pQR��RS)   (9) 

where p�  is the brightness value of the neighboring pixels, pQR��RS is the brightness value of the center pixel, and 1(∙) is a 
sign function that returns 1 when p� > pQR��RS and 0 otherwise. 

D. Proposed Method 

The proposed method is a combination of enhancing high-
frequency components in the image using HWT or DCT and 
then extracting local features using LBP. This method provides 
high accuracy, especially for biometric applications such as iris 
recognition. The brightness values of the 8 neighbors 
surrounding each center pixel are collected to form a one-
dimensional array. This array undergoes either HWT or DCT, 
which transforms the image into the frequency domain. This 
transformation emphasizes high frequencies and attenuates low 
frequencies. After processing in the frequency domain, an 
inverse transformation is applied to return to the original space. 
Following the inverse transformation, the LBP pattern is 
created by comparing the neighbors of each pixel to the center 
pixel. Local histograms of the LBP image are extracted, 
merged, and normalized. The normalized histogram is then 
converted into a feature vector for use in Machine Learning 
(ML) algorithms. 

E. Complexity Analysis 

HWT works with data pairs at each stage. It processes 2 
elements in the first stage, 4 elements in the second stage, and 
so on, reducing the size of the data by half at each stage. This 
transformation is typically considered as an algorithm with 
linear time complexity. When the length of the data is T, the 
time complexity of HWT is U(T) . DCT generally involves 
cosine functions and discretization processes. This 
transformation is mainly used to decompose images into 
frequency components. The most used DCT algorithm is the 
Fast Cosine Transform (FCT) or Fast Fourier Transform (FFT). 
However, since the FFT has a time complexity of U(T V!W T), 
DCT is expected to have a similar complexity of U(T V!W T). 

III. EXPERIMENTAL RESULTS 

The primary goal of the experiments is to evaluate the 
impact of enhancing high-frequency components in the 
frequency domain on the accuracy of iris recognition. To this 
end, the effectiveness of the improvements made using HWT 
and DCT was measured using three ML classifiers: SVM, 
KNN, and RF. The results are presented in terms of accuracy, 

processing time, and computational efficiency. Tables I and II 
display the comparisons made between the proposed method 
and the traditional approaches. 

TABLE I.  ACCURACY RESULTS 

Conventional LBP 

SVM KNN RF 

MMU1 MMU2 MMU1 MMU2 MMU1 MMU2 

72.1805% 74.9164% 75.1880% 79.5987% 56.3910% 75.2508% 
DCT - LBP 

SVM KNN RF 

MMU1 MMU2 MMU1 MMU2 MMU1 MMU2 

85.7143% 85.2843% 91.7293% 82.6087% 79.6992% 80.9365% 
HWT - LBP 

SVM KNN RF 

MMU1 MMU2 MMU1 MMU2 MMU1 MMU2 

84.9624% 85.2843% 90.9774% 84.9498% 83.4586% 80.9365% 

 
In the DCT-based LBP method, high accuracy rates were 

achieved with all ML algorithms. In particular, SVM achieved 
an accuracy rate of 85.71% (MMU1) and 85.28% (MMU2), 
whereas KNN and RF achieved 91.73% (MMU1) and 82.61% 
(MMU2), and 79.70% (MMU1) and 80.94% (MMU2), 
respectively. These results indicate that enhancing the high-
frequency components in the frequency domain can effectively 
improve the iris recognition performance. Similarly, the HWT-
based LBP method produced strong results. SVM achieved an 
accuracy rate of 84.96% (MMU1) and 85.28% (MMU2), 
whereas KNN achieved an accuracy rate of 90.98% (MMU1) 
and 84.95% (MMU2). RF achieved accuracy rates of 83.46% 
(MMU1) and 80.94% (MMU2). 

TABLE II.  PROCESSING TIME RESULTS 

Method 
Dataset 

MMU1 (ms) MMU2 (ms) 

Conventional - LBP 19 17 
DCT - LBP 165 159 
HWT - LBP 51 48 

 
In addition to the accuracy rates, processing times are a 

critical factor when evaluating the performance of the methods. 
Table II presents the processing times of different methods on 
the MMU1 and MMU2 datasets. These times are important for 
comparing the computational complexity and speed of the 
transformation methods. The HWT is the fastest method in 
terms of processing time. An average processing time of 19 ms 
was measured for the MMU1 dataset and 17 ms for the MMU2 
dataset. The low processing time of HWT is a significant 
advantage for real-time applications. Additionally, Table III 
portrays the images taken from the output of the algorithms. 
Comparing the LBP images produced by the conventional 
method with the LBP images enhanced by DCT and HWT, the 
effect of enhancing the high-frequency components in the 
frequency domain is clearly observed. In the conventional LBP 
images, the high-frequency details in the iris texture were not 
sufficiently emphasized. The fine details of the iris structure 
were lost due to low contrast and limited sharpness, which 
negatively affected the accuracy of the classification 
algorithms. 
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TABLE III.  IMAGES BEFORE AND AFTER PROCESSING  

Conventional - LBP DCT - LBP HWT - LBP 

   

   

 

IV. CONCLUSION 

This study presents an innovative approach to improve the 
performance of iris recognition systems in terms of accuracy 
and speed by manipulating high-frequency components in the 
frequency domain. By enhancing the high-frequency 
components of iris images, more detailed images were 
generated, and these details were transformed into feature 
vectors using the Local Binary Patterns (LBP) algorithm. The 
Discrete Cosine Transform (DCT)-based LBP method achieved 
high accuracy rates with all Machine Learning (ML) 
algorithms. Specifically, Support Vector Machines (SVM) 
achieved 85.71% (MMU1) and 85.28% (MMU2) accuracy, 
whereas K-Nearest Neighbors (KNN) and Random Forest (RF) 
achieved 91.73% (MMU1) and 79.70% (MMU1), 82.61% 
(MMU2) and 80.94% (MMU2) accuracy, respectively. These 
results demonstrate that enhancing high-frequency components 
in the frequency domain can improve iris recognition 
performance. Similarly, the Haar Wavelet Transform (HWT)-
based LBP method produced strong results, with SVM 
reaching 84.96% (MMU1) and 85.28% (MMU2) accuracy, 
KNN reaching 90.98% (MMU1) and 84.95% (MMU2) 
accuracy, and RF reaching 83.46% (MMU1) and 80.94% 
(MMU2) accuracy. The results obtained using HWT and DCT 
showed similar accuracy levels; however, HWT was found to 
be significantly more efficient in terms of processing speed. 
The proposed method achieved a significant accuracy 
improvement over conventional methods on both the MMU1 
and MMU2 datasets. Furthermore, the experiments using 
KNN, SVM, and RF demonstrated a significant improvement 
in classification performance. 
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