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ABSTRACT 

Question documents organized based on Bloom's taxonomy have different characteristics than typical text 

documents. Bloom's taxonomy is a framework that classifies learning objectives into six cognitive domains, 

each having distinct characteristics. In the cognitive domain, different keywords and levels are used to 

classify questions. Using existing category-based term weighting methods is less relevant because it is only 

based on word types and not on the main characteristics of Bloom's taxonomy. This study aimed to develop 

a more relevant term weighting method for Bloom's taxonomy by considering the term density in each 

category and the specific keywords in each domain. The proposed method, called Hybrid Inverse Bloom 

Space Density Frequency, is designed to capture the unique characteristics of Bloom's taxonomy. 

Experimental results show that the proposed method can be applied to all question datasets, considering 

term density in each category and keywords in each cognitive domain. Furthermore, the accuracy of the 

proposed method was superior on all datasets using machine learning model evaluation. 

Keywords-term; question; Bloom's taxonomy; space density; machine learning   

I. INTRODUCTION  

Education is a process that emphasizes the provision of 
knowledge and develops critical and analytical thinking skills 
[1]. In this context, Bloom's Taxonomy (BT) plays a very 
important role, as it provides a framework that helps educators 
design learning objectives that focus on student cognitive 
development [1-2]. By dividing the learning process into six 
levels, including knowledge, comprehension, application, 
analysis, synthesis, and evaluation, this method allows for more 
comprehensive and holistic teaching. Each level of this 
taxonomy challenges students to memorize information and 
understand, make connections, and develop creative solutions 
to their problems [3]. In addition, BT serves as a guide for 
developing assessment methods that accurately measure 
students' cognitive progress. It also facilitates the 
implementation of adaptive learning strategies, ensuring that 
instructional materials align with individual learning needs. As 

educational technology advances, integrating BT into 
automated learning systems can enhance personalized learning 
experiences and improve overall educational outcomes. 

In Natural Language Processing (NLP), understanding and 
extracting relevant information is essential for many 
applications, ranging from information retrieval to text 
classification. Text weighting using Term Frequency - Inverse 
Text Frequency (TF-IDF) is one of the most widely used 
methods to achieve this goal [4-6]. TF-IDF helps to identify 
words that best describe the nature of the document. This 
approach emphasizes rare but important words, allowing the 
system to avoid common words that do not provide much 
information in search or classification [7-9].  

At the same time, in addition to text processing, the world 
of data often requires us to analyze hidden patterns in the 
distribution of data points [10-11]. Spatial density methods, 
particularly the Inverse Class Spatial Density Distribution 
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(ICSD) method, provide a novel approach to data segmentation 
based on density patterns. ICSD uses inversion layers to detect 
high-density areas, helping to identify patterns that are not 
easily visible by traditional methods [12]. This approach 
benefits data that are unevenly distributed or have significant 
noise. Although coming from different fields, these three 
concepts complement each other and contribute to new ways of 
understanding and managing information, whether in 
education, text analysis, or complex data processing.  

Several studies have been conducted to obtain the best 
results in BT classification. Early research on Machine 
Learning (ML) models used standard text processing and the 
Support Vector Machine (SVM) algorithm [12]. Later, other 
studies adopted the dataset used in [12] to improve BT's 
classification performance [13]. Later studies introduced a 
refinement by assigning impact factors to words using part-of-
speech markers (ETF-IDF) [14-15]. Further research 
introduced a new term weighting scheme called ETFPOS-IDF, 
which gives higher weights to verbs in BT than supporting 
verbs. In addition, other studies developed weighting using the 
Inverse Class Space Density Frequency (ICSδF) method [10-
12], which calculates the density of documents in the category 
space based on each term used, allowing for more accurate 
pattern identification in BT classification. 

Based on the theory and findings of previous studies, this 
one proposes a new approach to improve BT classification by 
modifying the TF-IDF and ICSδF models according to the 
meaning of BT categories. This proposal aims to identify BT 
keywords using thematic keyword terms. In addition, the new 
approach also proposes using a Guided Hybrid Weighting 
Scheme for BT Questions, utilizing Category Space Density 
(CSD) to improve accuracy in BT classification. 

II. METHODS 

A. Dataset 

Term weighting research uses a taxonomy-based keyword 
approach, or thematic keywords, to analyze and determine the 
weight of words in a question text dataset. This research uses 
data from various studies, as shown in Table I. 

TABLE I.  COGNITIVE BLOOM’S TAXONOMY DATASET 

Dataset 
Cognitive Bloom's Taxonomy 

1 2 3 4 5 6 

1 [14] 26 23 15 23 30 24 
2 [13] 100 100 100 100 100 100 
3 [16] 271 300 300 300 300 300 
4 [17] 9237 1431 3262 4333 1227 1705 

 
The dataset in Table I consists of six classes according to 

BT. The collection of datasets varies from hundreds to tens of 
thousands of data. Four datasets have varying class 
distributions according to the data used in previous studies [13-
14, 18]. The dataset is specific to BT classification and has a 
question sentence type. Table I presents four datasets classified 
based on BT, consisting of six cognitive complexity levels (1 to 
6). Each dataset varies in the number of instances per category. 
Dataset 1 [14] has a relatively small and balanced number of 
instances, ranging from 15 to 30 per level. Dataset 2 [13] is 

entirely balanced, with 100 instances per category, which 
makes it ideal for studies that require equal representation. 
Dataset 3 [16] is moderately sized, with 271 to 300 instances 
per level, ensuring a more generalized distribution. Dataset 4 
[17] is the largest dataset, with a significantly high number of 
instances in lower cognitive levels (9,237 in level 1) and fewer 
instances in higher levels (as low as 1,227 in level 5). This 
suggests a dominance of lower-order cognitive tasks.  

Given its large size, Dataset 4 is more suitable for ML, 
particularly for models that benefit from vast data to improve 
classification accuracy. Datasets 1 and 2, being relatively 
small, are better suited for quick experiments or controlled 
studies, while Dataset 3, with its balanced distribution, 
provides better generalization. The uneven distribution in 
Dataset 4 may reflect educational biases where lower-order 
thinking tasks are more prevalent than higher-order cognitive 
skills. Selecting the appropriate dataset is crucial for BT 
classification using the space density-based method, where data 
distribution plays a key role in classification performance. 

 

 
Fig. 1.  Stages of the proposed space density-based question modification. 

B. Data Preprocessing 

This research design is experimental by modifying the 
Term Frequency (TF) algorithm as the primary method for 
word weighting [19-20]. Figure 1 presents the flow of this 
investigation. It begins with the selection of public datasets 
[13-14, 16, 17]. In the text analysis process, case folding, stop 
word removal, and lemmatization are the three main techniques 
used, as in some previous studies [19-22]. Case folding is 
converting all letters in the question text to lowercase to ensure 
consistency and reduce word variation due to capitalization 
differences. Stop-word removal involves removing common 
question words such as "and," "or," and "and in," which 
frequently appear in the question text but do not contribute 
significantly to the analysis. Lemmatization is a technique of 
converting words to their base form or lemma, such as 
converting "ran" to "run" so that different forms of words can 
be analyzed as the same entity. By applying these three 
techniques, text analysis becomes more accurate and efficient. 

The novelty of the proposed model lies in the optimization 
of data preprocessing, utilizing a TF-IDF modification that uses 
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keyword expansion on BT base words with the term "thematic 
keyword" collected and validated by three experts in the field 
of BT. BT root words were expanded using WordNet [21, 23-
26]. 

C. Modeling 

This research is based on term weighting, a procedure to 
calculate the weight of each term searched in each document. 
This is performed to determine the availability and similarity of 
a term in the document [27-29].  

1) Term Frequency - Inverse Document Frequency (TF-IDF) 

Each term is assumed to have an importance proportional to 
the number of times it appears in the document, which is 
known as Term Frequency (TF). 

�� = �1 + log
�  
��,��,     ��,� > 0
0,     ��,� = 0  (1) 

where ��,� is the frequency of term � in document �.  

Inverse Document Frequency (IDF) considers the 
occurrence of a term in a set of documents. The IDF function 
gives the lowest score to a term that appears in many 
documents in the document space � =  �
, ��, . . . , ��. 

��(��)  =  ∑ �(��)    (2) 

where ��(��) is the frequency of documents containing the term �, and �(��) is the document containing the term �. 
��� = log  

�!
"#�
    (3) 

where ��� is the inverse of the document frequency ��(�#), and � is the total number of documents. Then, IDF is combined 
with TF by: 

$%&∗( &
�#,�)� = ���#,�) × +log  
�!
"#�,  (4) 

where $%&∗( &(�#,�))  is the weight of term �  in document - , 

���#,�)   is the number of terms � in document -, � is the total 

number of documents, and ��(�#)  is the total number of 
documents containing term i.  

2) Inverse Class Frequency (ICF) 

ICF is adapted from the IDF method, using the inverse ratio 
of the number of categories to the number of categories 
containing terms. In the case of class-oriented indexing, a 
subset of documents from the document space � = �
, ��, . . . , �� is allocated to a particular category. So, the more 
often a term appears in documents in that category, the weight 
of the term is closer to 0. The ICF function gives the lowest 
score of terms that appear in several categories in the category 
space . =  .
, .�, . . . , .�. ICF is given by (5) and (6): 

/�(�#) = ∑  /(�#)    (5) 

where /�(��) is the frequency of categories containing the term �, and /(�#) is the category containing the term i. 

�/� = log 0
0!
"#�    (6) 

where �/� is the inverse of the class frequency /�(�#), and . is 
the number of categories. 

Therefore, a term's numerical representation is the product 
of TF (local parameter), IDF (global parameter), and ICF 
(category global parameter). The �� ∗  1�� ∗ 1.� equation is 
visualized in: 

$%&∗( &∗(2&
�#,�),03� =  

���#,�) × +log  
�!
"#�, × +log 0

0!
"#�,  (7) 

where $%&∗( &∗(2&
�#,�),03� is the weight of term � in document 

-, ����,�4  is the number of terms i in document -,� is the total 
number of documents, ��(�#) is the total number of documents 
containing the term �, . is the total number of categories, and /�(�#) is the total number of categories containing the term �. 
3) Inverse Class Space Density Frequency (ICSδF) 

ICSδF calculates the density of documents in the category 
space based on each term. Since the ICF function gives the 
lowest score to terms that appear in multiple categories without 
concern about the category space, the ICSδF calculation is 
proposed. ICSδF begins by calculating the class density .5  by 
counting documents that contain terms in a particular category /6 as: 

.5(��) = �73
"#�
873

    (8) 

where .5(��)  is the class density for term � , 903(��)  is the 
number of documents in category /6 containing the term �, and :03  is the total number of documents in category /6. 

Then, the density of the category space is calculated, which 
is the sum of the densities of all existing categories .;5: 

.;5(��) = ∑  03  .5(��)    (9) 

where .;5(��) is the class space density for the term �, .5(��) 
is the category density for the term �, and /6  is the category 
(= =  1, 2, … , 9). Then, the result of the category space density .;5(��) is inversed according to the concept in the previous 
TF-IDF-ICF as: 

1.;5�(��) = log @ 0
2AB(�#)C   (10) 

where 1.;5�(��) is the inverse class space density frequency 
for term �, . is the total number of categories, and .;5(��) is 
the class space density for term �. 

The next step is to multiply the result of the inverse density 
of the category space against term � (1.;5�(��)) with TF-IDF: 

$%&∗( &∗(2AB&
�#,�),03� =  

     ���#,�) × +log  
�!
"#�, × @log 0

2AB(�#)C  (11) 

where $%&∗( &∗(2AB&
�#,�),03�  is the weight of term �  in 

document - in category = , ���#,�)  is the number of terms �  in 
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document -, � is the total number of documents, ��(�#)  is the 
number of documents containing the term � , .  is the total 
number of categories, and .;5(��)  is the space density of 
categories for term �. 
4) Inverse Bloom Space Density Frequency (IBSδF) 

If ICSδF pays attention to the category space density of a 
term, IBSδF pays more attention to the cognitive BT space 
density. The density of the BT cognitive space is calculated to 
determine how much a term's weight is if the term's rarity from 
the entire BT cognitive space is also calculated. The rarer the 
term appears in the BT cognitive, the more the term has a high 
inverse value. Then, the first process in calculating IBSδF is to 
calculate the density of the cognitive BT first, as  

D5(��) = �EF(�#)
8EF

    (12) 

where D5(��) expresses the density of BT's cognitive space for 
the term �� , 9GF(��) is the number of occurrences of the term �� 
in the H th BT cognitive question document, :GF  is the total 

number of all terms in the Hth BT cognitive question document, 
and IJ  is the BT cognitive question document ( H =1, 2, 3, … , 9). 

In addition, the results of the density of the BT cognitive 
space against term � are calculated inversely to determine the 
level of scarcity of terms against the BT cognitive space, as: 

D;5(��) = ∑  GF  D5(��)    (13) 

where D;5(��) is the inverse of BT's cognitive space density 
for term �� , measuring how rarely the term appears in various 
BT cognitive question documents. D  represents the total 
number of BT cognitive question documents, while D;5(��) is 
the density of the BT cognitive space for term �� , calculated 
based on the distribution of the term in various question 
documents. The less frequently a term appears in all BT 
cognitive question documents, the higher its inverse value, 
indicating that it has a more significant weight in BT-based text 
analysis. 

Furthermore, the hybrid model obtained from the inverse 
results is multiplied by �� ∗ 1�� ∗ 1.;L�  to determine the 
term weight that considers the density of classes and the BT 
cognitive spaces as: 

$MNGO�� = ���#,�) × +log  
�!
"#�

, × @log 2
2AB(�#)C ×  

    +log @ P
PAB(�#)C,    (14) 

where $MNGO��  is the weight of term �  in BT -  cognitive in 

category = in BT H  cognitive question document, ���#,�)  is the 

number of terms � in cognitive BT -, � is the total number of 
BT cognitive question documents, ��(�#) is the number of BT 

cognitive question documents containing the term � , .  is the 

total number of categories, .;5(��) is the density of category 
space for term � , D  is the total number of BT cognitive 
document collections, and D;5(��) is the space density of the 
BT cognitive question documents against the term �.  
D. Classification Method and Evaluation 

This study used SVM and Naïve Bayes ML classification 
models. Both models use standard parameters, with SVM using 
SVC (kernel='linear') and NB using MultinomialNB(). Data 
were split in 80:20 for training and testing. The evaluation 
matrix uses accuracy and F1-score. Choosing the F1-score and 
accuracy gives a good idea of the quality of the model in terms 
of overall performance and the balance between positive and 
negative predictions.   

Q//RST/U = ∑ (%V#W%8#)X#YZ∑ (%V#W%8#W&V#W&8#)X#YZ    (15) 

[S\/�]�^9 = ∑ %V#X#YZ∑ (%V#W&V#)X#YZ    (16) 

_\/THH = ∑ %V#X#YZ∑ (%V#W&8#)X#YZ     (17) 

�1 − ]/^S\ = 2 × ∑ Precision#X#YZ ×Recall#
∑ (Precision#WRecall#)X#YZ   (18) 

where �[  denotes true positives, �:  denotes true negatives, �[ denotes false positives, and �: denotes false negatives. 

III. RESULTS AND DISCUSSION 

SVM and NB were employed to process and classify the 
data. The evaluation focuses on key performance metrics, 
specifically accuracy and F1-score, to measure the 
effectiveness of each approach. Comparing the proposed 
method with existing text weighting techniques aims to 
demonstrate the impact of incorporating space density-based 
thematic weighting on classification performance. The 
experiments were conducted on four distinct datasets, ensuring 
a comprehensive analysis of the model's ability to generalize 
across different data distributions.  

The comparative analysis includes four text data processing 
methods: ETF-IDF, ETFPOS-IDF, TF-ICSδF, and HTF-
IBSδF, as presented in Tables II and III. These methods were 
evaluated for their ability to enhance feature representation and 
improve classification outcomes in BT question categorization. 
The results highlight variations in performance across datasets, 
emphasizing the strengths and limitations of each technique. 
The inclusion of space density-based weighting in the HTF-
IBSδF approach shows a noticeable improvement over 
traditional methods, particularly in handling semantic 
relationships within the textual data. This analysis further 
reinforces the importance of context-aware weighting schemes 
in optimizing classification tasks and improving the reliability 
of automated educational assessments. 
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TABLE II.  EXPERIMENTAL RESULTS OF SVM 

Dataset 
ETF-IDF ETFPOS-IDF TF-ICSδF HTF-IBSδF 

F1-score Accuracy F1-score Accuracy F1-score Accuracy F1-score Accuracy 

1 0.469 0.517 0.610 0.540 0.560 0.660 0.620 0.690 

2 0.741 0.733 0.790 0.780 0.790 0.790 0.810 0.810 

3 0.946 0.946 0.950 0.950 0.950 0.950 0.960 0.960 

4 0.978 0.984 0.970 0.980 0.980 0.980 0.980 0.990 

TABLE III.  EXPERIMENTAL RESULTS OF NB 

Dataset 
ETF-IDF ETFPOS-IDF TF-ICSδF HTF-IBSδF 

F1-score Accuracy F1-score Accuracy F1-score Accuracy F1-score Accuracy 

1 0.585 0.586 0.630 0.660 0.640 0.660 0.660 0.660 

2 0.725 0.725 0.700 0.700 0.700 0.700 0.770 0.770 
3 0.875 0.876 0.880 0.880 0.870 0.870 0.880 0.880 

4 0.927 0.950 0.890 0.930 0.930 0.950 0.930 0.950 

TABLE IV.  AVERAGE RESULTS PER DATASET 

Dataset 
ETF-IDF ETFPOS-IDF TF-ICSδF HTF-IBSδF 

F1-score Accuracy F1-score Accuracy F1-score Accuracy F1-score Accuracy 

1 0.527 0.552 0.620 0.600 0.600 0.660 0.640 0.675 

2 0.733 0.729 0.745 0.740 0.745 0.745 0.790 0.790 

3 0.911 0.911 0.915 0.915 0.910 0.910 0.920 0.920 

4 0.953 0.967 0.930 0.955 0.955 0.965 0.955 0.970 

 
Table II shows the experimental results using SVM. These 

results show that HTF-IBSδF consistently produces the highest 
F1-score and accuracy in all datasets, reflecting its superiority 
in capturing data patterns and characteristics. On the smallest 
dataset, Dataset 1, HTF-IBSδF has an F1-score of 0.620 and an 
accuracy of 0.690, which is superior to other methods. This 
superiority is even more evident on the larger dataset, Dataset 
4, where HTF-IBSδF reaches a maximum F1-score of 0.980 
and 0.990 for accuracy, indicating its reliability on more 
complex or structured datasets. 

Meanwhile, the TF-ICSδF method performs close to HTF-
IBSδF, especially in datasets 3 and 4, with identical F1-score 
and accuracy. This indicates that TF-ICSδF is also an effective 
method, although not as strong as HTF-IBSδF in some cases. 
On the other hand, ETF-IDF and ETFPOS-IDF show improved 
performance as the complexity of the dataset increases but 
cannot surpass the performance of TF-ICSδF and HTF-IBSδF. 
Table I underlines the importance of choosing the proper text 
processing method to maximize the analysis results. HTF-
IBSδF is the best choice based on the test results. 

Table III shows the experimental results using the NB 
algorithm, based on F1-score and accuracy on the same four 
datasets as in Table II. However, the results in Table III tend to 
be more consistent and show a more balanced pattern among 
the methods tested. In Dataset 1, all methods performed 
similarly, with the best values achieved by ETFPOS-IDF, TF-
ICSδF, and HTF-IBSδF. Interestingly, ETF-IDF had 
significantly improved performance on subsequent datasets, 
although it remained below the performance of ETFPOS-IDF, 
TF-ICSδF, and HTF-IBSδF. 

Compared with Table II, it can be seen that the difference 
between the methods in Table III is smaller, indicating the 
possibility of adjustment or normalization in the evaluation. 
The HTF-IBSδF method, which was dominant in the first table, 
performs similarly to TF-ICSδF in the second one, especially in 

datasets 3 and 4, with the highest F1-score and accuracy of 
0.930 and 0.950, respectively. This change shows the 
importance of the influence of the data structure and evaluation 
parameters on the test results. Table III reinforces the 
conclusion that more complex methods, such as HTF-IBSδF, 
can perform better on larger or more complex datasets. In 
contrast, the ETF-IDF, ETFPOS-IDF, and TF-ICSδF methods 
remain competitive in specific scenarios. 

Table IV shows the average performance results of the 
ETF-IDF, ETFPOS-IDF, TF-ICSδF, and HTF-IBSδF methods 
on the four datasets. HTF-IBSδF again stands out with the 
highest average value, especially on datasets 1 and 2. On the 
smallest dataset, Dataset 1, HTF-IBSδF achieved an F1-score 
of 0.640 and an accuracy of 0.675, which is higher than the 
other methods. This pattern shows that HTF-IBSδF is superior 
at capturing BT thematic patterns even on more straightforward 
datasets. This superiority is maintained on more complex 
datasets, such as Dataset 4, where HTF-IBSδF recorded an F1-
score of 0.955 and an accuracy of 0.970, equivalent to the 
highest performance of the TF-ICSδF method but still showing 
better consistency on the previous dataset.  

The superiority of HTF-IBSδF can be attributed to using 
the space density-based BT thematic weighting scheme in the 
hybrid model. This approach allows the method to 
comprehensively understand information distribution by 
integrating spatial and semantic factors in word weighting. This 
is especially important in datasets that contain hidden patterns 
or uneven data distribution. Compared to other methods, such 
as ETF-IDF, that rely more on simple weighting, HTF-IBSδF 
can optimize the retrieval of relevant information with higher 
precision. In addition, the hybrid model used by HTF-IBSδF 
helps reduce data bias that often affects the results of 
conventional weighting. 

The consistent and superior results of HTF-IBSδF 
demonstrate its potential to be applied to complex text-based 
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applications, such as sentiment analysis, text classification, or 
information extraction. In a scientific context, this thematic 
weighting-based hybrid model not only strengthens the validity 
of the method but also broadens the scope of its use. By 
combining density space and thematic scheme, HTF-IBSδF 
proves its ability to produce a more robust and relevant analysis 
than other methods, such as ETF-IDF, ETFPOS-IDF, and TF-
ICSδF. This makes HTF-IBSδF a highly recommended 
approach for high-complexity NLP tasks. 

The results in Figure 2 demonstrate the superiority of the 
HTF-IBSδF text weighting scheme in classifying BT questions, 
achieving the highest accuracy (0.826) and F1-score (0.839) 
across four datasets using two ML models. This consistent 
performance indicates that HTF-IBSδF effectively enhances 
text classification by leveraging a space density-based thematic 
weighting approach, which captures deeper semantic 
relationships between words within the BT context.   

 

 
Fig. 2.  Average results of each scheme on all datasets. 

The primary novelty of this study lies in integrating space 
density-based thematic weighting into a hybrid machine-
learning model for BT classification. Unlike conventional 
weighting schemes such as ETF-IDF and ETPOS-IDF that 
focus primarily on weighting verbs, or TF-ICSδF that only 
applies general space density weighting, HTF-IBSδF 
introduces a more dynamic mechanism that incorporates both 
space density and thematic relevance. This allows the model to 
distinguish cognitive levels with higher precision by enhancing 
the representation of semantically significant terms in 
educational text classification. 

This work significantly advances text classification in 
educational settings by demonstrating that context-aware 
weighting strategies outperform traditional frequency-based 
approaches. Unlike previous studies that rely on standard TF-
IDF variations, this provides empirical evidence that 
incorporating space density and semantic correlations leads to 
measurable improvements in classification accuracy. A key 
strength of this study is that the experiments were carried out 
using the same datasets for all weighting schemes, ensuring a 
fair and direct performance comparison. By achieving state-of-
the-art results, this research contributes to the development of 
more effective automated assessment systems, adaptive 
learning platforms, and intelligent tutoring systems, ultimately 
enhancing technology-based learning environments. 

IV. CONCLUSION 

This study presented a space density-based thematic 
weighting scheme with a hybrid model (HTF-IBSδF). The 
effectiveness of the proposed scheme was examined using two 
ML models and four datasets. The results of the proposed HTF-
IBSδF were compared with previous methods, using two 
commonly used classification evaluation metrics, accuracy and 
F1-score. The classification results show that the proposed 
scheme had an accuracy of 0.826 and an F1-score of 0.839. 
These results show that the hybrid model with keyword 
thematic space density significantly improves the accuracy in 
classifying the overall question dataset. Furthermore, the 
research found ideal weight differences between the 
specifications of the six BT categories using ML methods.  
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