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ABSTRACT 

This paper presents a comprehensive analysis of the design, control frameworks, and practical 

implementation of interconnected microgrids, with an emphasis on improving system resilience and 

reliability. To overcome architectural challenges, a hierarchically distributed control system is proposed, 

featuring both microgrid-level and system-wide control layers. A multi-agent system is employed to 

oversee control elements in each microgrid and to facilitate cooperation with neighboring grids. 

Additionally, the paper introduces a Cyber Hardware-in-the-Loop (CHIL) framework, designed to 

function as a real-time simulation platform for the cyber-physical aspects of these systems, integrating 

network emulation, real-time power system dynamics, and multiagent control coordination. 

Keywords-microgrid; distributed control; cyber hardware-in-the-loop; cyber-physical system; real-time 

I. INTRODUCTION  

Microgrids (MGs) play a vital role in the future of power 
systems, offering a decentralized model for energy generation, 
distribution, and management. Unlike conventional centralized 
grids, MGs can operate in both grid-connected and islanded 
modes, enabling increased flexibility. This dual operational 
capability enhances resilience and system efficiency while 
supporting the integration of renewable energy sources, making 
MGs a crucial innovation in modern power infrastructure.  

However, managing interconnected MG systems presents 
new challenges compared to isolated ones. The increased 
complexity due to interconnected electrical and communication 
infrastructures requires advanced control systems. Several 
studies have focused on extending single MG control schemes 
to interconnected MGs [1-4]. For instance, in [1], a two-layer 
distributed hierarchical control scheme was introduced for AC-
connected MGs, which was expanded in [2] for DC microgrid 
clusters. Other studies, such as [3, 4], investigated control 
mechanisms such as droop-based regulation for small signal 
stability in PV-based MG clusters and consensus control for 
multiple MGs. However, these studies often lack higher-level 
coordination for optimized system dispatch, and limited access 
to data due to privacy concerns makes a distributed control 
architecture with minimal data sharing highly desirable.  

This paper examines the structure, distributed hierarchical 
control, and implementation of interconnected MGs within a 
cyber-physical framework, incorporating both loads and 

various Distributed Energy Resources (DERs). The control 
system is carefully designed to manage multiple tasks across 
different layers and time scales. At the primary level, control 
systems link the local DERs' management to the network-level 
coordination of interconnected MGs. Secondary control 
ensures the stabilization of frequency and voltage around 
reference points while facilitating balanced power distribution. 
Finally, tertiary control focuses on achieving overall system 
optimization. A Multi-Agent System (MAS) serves as the test 
case for implementing distributed control within a peer-to-peer 
communication network. The MAS oversees the components 
of individual MGs and coordinates with neighboring grids. In 
real-time applications, the MAS operates as a group of entities, 
each located in a different physical location and exchanging 
information via a communication network [5-8]. Each agent 
represents a specialized software program running on 
processors, such as Programmable Logic Controllers (PLCs) or 
microcontrollers, each fulfilling specific control tasks.  

Implementing a MAS in a cyber-physical network of MGs 
introduces unique challenges, especially for practical 
deployment. To address these challenges, this paper introduces 
a real-time cyber-physical simulation platform called Cyber 
Hardware-in-the-Loop (CHIL). This platform simulates multi-
domain systems by integrating network emulation, real-time 
power system simulation, and agent-based control. The CHIL 
setup operates asynchronously, reflecting real-world system 
operation, and the use of container-based agents allows the 
platform to be scalable, flexible, and reusable. 
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The main contributions of this study are: 

 Fully distributed hierarchical control: Unlike conventional 
methods, this approach integrates multilayered control with 
consensus-based secondary control, ensuring accurate 
frequency, voltage, and power-sharing across MGs. 

 Multi-agent system for decentralized coordination: The 
MAS allows peer-to-peer communication, eliminating the 
need for centralized control, enhancing scalability and 
improving system resilience. 

 Cyber hardware-in-the-loop validation: A real-time CHIL 
testbed integrates OPAL-RT, ns-3 network emulation, and 
Docker-based agents, providing a comprehensive validation 
of both power system and communication dynamics. 

II. SYSTEM DESCRIPTION AND CONTROL 

SCHEMES 

The interconnected MG system represents a sophisticated 
cyber-physical network, integrating both electrical and 
communication components. It can function either in islanded 
mode or connected to the main grid [9-11]. This research 
focuses on an islanded system of interconnected MGs that 
operate independently from the central grid. Each MG consists 
of clusters of dispatchable Distributed Generators (DGs) and 
local loads, all connecting at a common coupling point. These 
microgrids are linked via low-voltage to medium-voltage 
transformers, which tie each MG to a specific bus in the 
medium-voltage grid. 

 

 
Fig. 1.  Architecture of the interconnected MG systems with network 

communication. 

 

The communication network within the interconnected MG 
system is organized hierarchically, with an upper-level network 
facilitating communication between MGs and a lower-level 
network connecting DGs within each individual MG, as shown 
in Figure 1. In this setup, each microgrid agent collects tie-line 
data and shares it with neighboring agents to create reference 
signals for frequency and voltage. The Distributed Generators 
(DGs) then adjust their operations to follow these reference 
signals, utilizing the existing distributed secondary control 
system in place for each MG. 

III. HIERARCHICAL CONTROL OF 

INTERCONNECTED MGS 

A. DG level 

For islanded AC microgrids, managing inverter-interfaced 
DGs as voltage source inverters is crucial. Beyond droop 
control, it is essential to implement internal control loops that 
regulate both current and voltage. Additionally, incorporating a 
virtual impedance loop helps achieve precise power-sharing 
among DG units. Droop control is widely recognized for its 
effectiveness in regulating both voltage and frequency in 
inverter-based DGs within islanded microgrids. The dynamic 
droop behavior for the ith

 DG can be described as follows [4]: 

�� � �∗ � �����	     (1) 

�� � �∗ � ����	��	     (2) 

where �∗  and �∗  represent the nominal values for frequency 

and voltage. The ��  and ��  coeffients are typically selected 
based on the DG's output power capacity. The actual measured 
active and reactive power outputs are represented by �	  and 	. Adjustments to the frequency ��  and voltage ��  are made 
through control signals sent from the secondary control system 
to restore the DG to its nominal operational values. 

B. Microgrid (MG) Level 

Figure 2 shows the distributed MG control layer, which 
includes necessary information about both local and 
neighboring components. The secondary control layer's 
primary function is to monitor the reference signals produced 
by the higher-level coordination of interconnected MGs, 
ensuring accurate power distribution among the DG units 
within each individual MG. Various techniques for distributed 
secondary control have been extensively explored in previous 
studies, covering both linear and nonlinear control strategies. 
Building on methods presented in [12-15], a linear control 
scheme for restoring frequency and distributing real power is 
proposed for the ith

 DG as follows [4]: 

����  � ����∗ � ����� ���� � Ω���  (3a) 

Ω̇��� � �  
����

���
��� !���" � ����# � $� %���� � ����& 

     � ∑  �������  ��� !���"� ���" � ����� ����#  (3b) 

Similarly, the linear control scheme for voltage regulation 
and reactive power sharing is as follows [4]: 

����  � ����∗ � ����
� ��� � (���   (4a) 

(̇���  � ∑  �������  ��� !(��" � (���# � $� %���� � ����&  

     � ∑  �������  ��� !���"
� ��" � ����

� ���#  (4b) 

where )���  and (���  are the control signals provided by the 

secondary control system. The parameter ���  represents the 

communication coefficient between * and + DGs within MG ,, 

where ��� - 0  indicates a communication link, otherwise 
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��� � 0 . The pinning gain $�  represents the relationship for 

DG * in MG ,, where $� - 0 if DG * receives ���� and ���� 

directly, and $� � 0 otherwise. The total number of DGs in 

MG ,  is represented by /��� . The reference values for 

frequency and voltage, ����  and ���� , are computed by the 

interconnected MG control system. 

C. Interconnected MGs Level 

In interconnected MG systems, control hierarchies are 
classified based on their response time and infrastructure 
requirements, including communication capabilities [16-19]. 
Figure 2 illustrates the distributed structure of the two control 
layers. The primary control layer responds quickly to address 
any frequency or voltage deviations that occur due to minor 
disturbances. Secondary control is responsible for regulating 
the system's frequency, voltage, and power-sharing. Peer-to-
peer communications enable this entire control framework for 
interconnected MG systems. 

 

 
Fig. 2.  Architecture of the interconnected MG systems with network 

communication. 

1) Primary Control Layer in Interconnected MGs 

A droop control strategy, similar to the one used for DGs in 
a single MG, is employed for each MG to allow it to operate 
autonomously based on local measurements. The 
interconnected MG system consists of / buses, with the sets of 
buses, MGs, and lines denoted as /, 0, and �, respectively. 
The droop control for MG , can be defined as follows [4]: 

���� � �∗ � � �� , , ∈ ℳ
���� � �∗ � � � , , ∈ ℳ                       (6) 

where �∗  and �∗  denote the nominal frequency and voltage 
amplitude at the interconnected MG level. The values �  and   represent the power exchanged between MG ,  and the 

interconnected system, while � �  and � �  are the droop 

coefficients of each MG. 

2) Secondary Control Layer in Interconnected MGs 

The distributed secondary control layer in interconnected 
MGs is designed to achieve three primary objectives:  

1) restoring system frequency, 2) stabilizing the voltage at the 
Point of Common Coupling (PCC), and 3) maintaining optimal 
power-sharing among MGs. The secondary control laws for 
each MG can be formulated as follows [13]: 

����  � �∗ � � �� � Ω���   (7a) 

Ω̇���  � ∑  �4��  � 45�4 � � 6 � $ 5�∗ � � 6  

 � ∑  �4��   � 47�4�%�4 � �489:& � � �%� � � 89:&; (7b) 

����  � �∗ � � � � (���   (8a) 

(̇���  � 5∑  �4��  � 45(4 � ( 6 � 5�∗ � ��<<66  

    � ∑  �4��   � 4 = �4�%4 � 489:&
�� � ! �  opt #>      ,, ℎ ∈ ℳ (8b) 

In this system, the control signals Ω���  and (���  are 

derived from secondary control within the interconnected MG 
system. The communication coefficient between MGs , and ℎ 
is denoted by � 4 , while the pinning gain of MG ,  is 
represented by $ . The total number of MGs is indicated by 0. 

The proposed control laws in (7) and (8) ensure that the 
interconnected MG system converges as follows [13]: 

lim:→D |�∗ � � 5F6| � 0    (9) 

lim:→D |�∗ � ��<<5F6| � 0   (10) 

lim:→D   G �4�%�45F6 � �489:&
�� �%� 5F6 � � 89:&G � 0   (11) 

lim:→D   H �4�%45F6 � 489:&
�� � ! 5F6 �  opt #H � 0   (12) 

The distributed secondary control layer ensures that the 
system frequency at each bus in the interconnected MG system 
is restored to its reference value. Additionally, the voltage at 
the PCC is adjusted to match the reference value. The flow of 
real and reactive power is regulated according to the dispatch 

signals � opt and  opt, which are provided by the optimal upper 

control layer. Any discrepancies caused by load changes are 

distributed among MGs based on their droop coefficients � � 

and � �, as defined in (5) and (6) for each MG. 

IV. THE MULTIAGENT SYSTEM (MAS) 

The distributed hierarchical control architecture introduced 
in this study utilizes a MAS that relies on peer-to-peer 
communication. An agent represents an autonomous entity that 
can collect local measurements, communicate with other 
agents, perform computations, and provide control signals to 
the DG-level controllers [20, 21]. Instead of relying on a 
centralized controller that aggregates data from the entire 
system, each agent processes only local and neighboring 
information. However, agents are capable of returning system-
wide control signals to meet global objectives. Neighboring 
agents are identified based on the electrical connections in the 
interconnected MG system. 
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A. Agent 

Agents are designed to function independently with limited 
system knowledge. Each agent is responsible for updating the 
power network state, performing necessary computations, and 
making control decisions. In the context of MGs, each agent's 
local controller implements droop control, using only local 
measurements, and acts as the primary control mechanism. To 
facilitate the proposed fully distributed multilayer control 
structure, agents are designed for practical system 
implementation. To simultaneously achieve all control 
objectives, each agent is equipped with two distinct processes 
that run in parallel. All participating MGs and their DGs 
collaborate to restore system-wide voltage and frequency. 
Under the distributed control scheme, MG agents exchange 
locally collected data to compute the consensus-based control 
laws described by (7) and (8). The process begins with agents 
collecting local measurements � , ( , � ,   from the devices 
they are connected to. Next, they exchange messages � , ( , � �  ( � � �I JK ), � �  5 � I JK6 with their neighbouring 

agents. These control signals are then calculated and sent to the 
relevant controllers. Finally, the reference frequency in the 
local controller is updated with the signal ) , and the reference 
voltage is adjusted using the signal ( . 

V. IMPLEMENTATION ON A REAL-TIME CYBER-

PHYSICAL TESTBED 

A. Experimental Setup 

This section validates the agent design within the proposed 
control framework. The system under test is an interconnected 
MG composed of six buses operating in islanded mode. The 
test system includes three interconnected MGs: MG-1 and MG-
2, each having three DGs, and MG-3 containing four DGs, as 
shown in Figure 3. The other buses in the system are assigned 
to loads. Figures 4 and 5 show the physical and cyber structure 
of the interconnected MG test system, where the 
communication network among agents mirrors the electrical 
connections at the MG level. Table I shows the parameters of 
the test interconnected system. The laboratory setup comprises 
two main components that are outlined in more detail below. 

 

 

Fig. 3.  Testbed configuration of the interconnected MG system. 

 

Fig. 4.  Real-time Cyber-physical testbed configuration. 

TABLE I.  PARAMETERS OF THE TEST INTERCONNECTED 
SYSTEM 

DGs DG11-DG13 DG21-DG23 DG31-DG34 

����� 5 HzkW6 3e-5 2e-5 4e-5 

����
� 5 HzkVAr6 0.9e-5 0.6e-5 1.2e-5 

Loads in 

interconnected MGs 
Load 4 Load 5 Load 6 

P (kW) 15 15 15 

Q (kVAr) 10 6 8 

 

1) Physical System  

The physical system includes the electrical components of 
the interconnected MGs, along with the local DG controllers, 
simulated in real-time using the OPAL-RT simulator. 
Measurements from the MGs are sent to each agent, where the 
control signals ���  and ���  are computed and returned to 
the MG-level controllers within OPAL-RT. Communication 
between OPAL-RT and the agents is established using the User 
Datagram Protocol (UDP) as shown in Figure 4. 

 

Fig. 5.  Communication network topology. 
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2) Physical System  

The cyber system runs on a Linux-based platform, utilizing 
Docker containers to implement the MAS and the network 
simulator ns3 as described in Figure 4. 

a) Network Emulation in NS3 

The communication network topology of the interconnected 
MGs was emulated in ns3, a discrete-event simulator designed 
for communication networks, as shown in Figure 4. Each of the 
three local networks corresponds to one of the three MGs, and 
point-to-point connections facilitate communication between 
agents in different areas. Each agent is attached to an ns3 node 
to send and receive communication packets through the 
emulated network. 

b) Multi-Agent System in Docker Containers 

The virtual network interface serves as a gateway for data 
exchange among containers, allowing interaction with the ns3 
network emulation. This interface connects to Linux bridges, 
which link with the host operating system, using tapping 
devices to capture packets for user-space processing. These 
packets are then handled by ns3 through a custom net device, 
transmitting them to a designated ns3 ghost node. Meanwhile, 
the Real-time Publisher/Subscriber (RTPS) protocol in the 
DDS middleware facilitates communication between agents. 

The Linux shared memory feature is employed to manage 
data sharing and interprocess communication. This setup 
allows multiple processes to concurrently access the same 
memory region, enhancing system efficiency. In this 
experiment, Docker containers and shared memory are used to 
create a buffer that serves two functions: (i) collecting 
measurement signals from OPAL-RT and transferring them to 
the container, and (ii) collecting control signals from the 
container and sending them back to OPAL-RT. 

The distributed control algorithm is implemented by 
processing data collected from the power system simulation, 
combined with information exchanged over the communication 
network. 

B. Experimental Results 

To validate the performance of the proposed control 
method, a 180-second Hardware-In-the-Loop (HIL) experiment 
was conducted. Data from the agents' logging and 
measurements stored in the simulator were analyzed to 
evaluate system behavior during the experiment. Two key 
moments in the experiment are F�  and FS , corresponding to 
disturbances caused by changes in load power. The objectives 
of the experiment during a load step change in the 
interconnected MG system are as follows: 

 The primary control computes the control inputs )��  and (��  for the DG controllers in the MG, as described in (3) 
and (4). 

 At the secondary control level, with a response time of 
several seconds, the system frequency is restored to the 
nominal value of 50 Hz. The PCC voltage of the 
interconnected MG system (bus 1) is adjusted to 1.00 T. V, 
while the voltage at other buses remains within upper and 

lower limits. The DGs' real and reactive power outputs are 
distributed proportionally based on their rated capacities. 

The real power, reactive power, frequency, and voltage 
profiles during the HIL experiment are illustrated in Figures 6, 
7, 8, and 9, respectively.  

 

(a) 

 

(b) 

 

Fig. 6.  Real power injections from (a) each DG and (b) bus in the 

interconnected MG system. 

The results are presented in three time intervals: 

For 0 ≤ F < F� = 60, OPAL-RT begins the simulation at 
F =  0  s. As shown in Figures 6(a) and 7(a), the real and 
reactive power shared among DGs within each MG follows the 
respective DG droop coefficients. The measured frequencies 
are gradually restored to nominal values, as shown in Figure 8, 
and the PCC voltage at bus 1 is restored to 1 p.u in Figure 9(b). 

For F� = 60 ≤ F < FS = 120 , the system experiences a 
load reduction at F� = 60 s. Both frequency and voltage 
experience brief increases but are quickly restored to their 
reference values, thanks to the secondary control process. The 
power-sharing among DGs in each MG maintains the desired 
ratios. 

For FS = 120 ≤ F < F\ = 180, an increase in load occurs 
at FS = 120 s, causing the system frequency and bus voltage to 
drop. However, the agents' secondary control quickly restores 
both parameters to their reference values, ensuring that the 
power outputs of the DGs continue to follow the predefined 
sharing proportions. 
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(a) 

 

(b) 

 

Fig. 7.  Reactive power injections from (b) each DG and (b) bus in the 

interconnected MG system. 

(a) 

 

(b) 

 

Fig. 8.  Frequency for (a) each DG and (b) bus in the interconnected MG 

system. 

(a) 

 

(b) 

 

Fig. 9.  Voltage of (a) each DG and (b) bus in the interconnected MG 

system. 

C. Results' Discussion 

The experimental results confirm that the proposed 
hierarchical distributed control framework effectively enhances 
the stability and coordination of interconnected MGs. The 
secondary control system successfully restores frequency and 
voltage to their nominal values after disturbances, ensuring 
system-wide stability. The results also demonstrate accurate 
power-sharing among DGs, maintaining proportional 
distribution based on droop coefficients. Unlike traditional 
centralized methods, the proposed MAS enables decentralized 
decision-making, reducing communication dependencies and 
improving fault resilience. The CHIL validation further 
highlights the system's ability to operate in real-time, 
accurately capturing the interaction between cyber and physical 
layers. 

Additionally, the MAS-based control strategy minimizes 
communication delays while ensuring effective peer-to-peer 
coordination, as evidenced by the rapid response of DGs to 
dynamic load changes. The distributed nature of the control 
system allows seamless scalability, making it adaptable to 
various MG configurations. Experimental data confirm that the 
proposed framework not only improves frequency and voltage 
regulation but also enhances overall system robustness against 
uncertainties in power demand. These findings validate the 
practical feasibility of the approach and its potential for real-
world deployment in modern smart grids. 

VI. CONCLUSIONS 

This paper presents a general architecture alongside a 
hierarchical distributed control system specifically designed for 
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such interconnected MG systems. The proposed control system 
operates in multiple layers and timescales, addressing both the 
local MG control level and the broader interconnected MG 
control level. A MAS is utilized to manage the control 
components within individual MGs and facilitate coordination 
with neighboring MGs. The CHIL setup, utilizing the 
container-based approach, is introduced as a real-time cyber-
physical platform for simulating this multi-domain system. The 
successful implementation of the MAS and the control system 
validates the feasibility and efficiency of the proposed 
approach. Furthermore, this control architecture is adaptable 
and can be extended to support other types of MG, including 
DC and hybrid AC/DC microgrids. The MAS can also be 
further enhanced with additional features, such as fault 
detection and diagnostics, and has the potential to be applied to 
other cyber-physical systems. 
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