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ABSTRACT 

Successful medical treatment for patients with COVID-19 requires rapid and accurate diagnosis. Fighting 

the COVID-19 pandemic requires an automated system to diagnose the virus on Chest X-Ray (CXR) 

images. CXR images are frequently used in healthcare as they offer the potential for rapid and accurate 

disease diagnosis. SARS-CoV-2 targets the respiratory system, resulting in pneumonia with additional 

symptoms, such as dry cough, fatigue, and fever, which could be misdiagnosed as pneumonia, TB, or lung 

cancer. There is difficulty in differentiating the features of COVID-19 from other diseases that have 

similarities in CXR images. Automated Computer-Aided Diagnosis (CAD) systems incorporate machine or 

deep learning methods to improve efficiency and accuracy. CNNs are among the most widely used 

methods, as they have shown encouraging accuracy in identifying COVID-19 in CXR images. This study 

presents a hybrid deep learning model to provide faster diagnosis of COVID-19 infection using CXR 

images. The Densenet201 model was used for feature extraction and a Multi-Layer Perceptron (MLP) was 

used for classification. The proposed method achieved 98.82% accuracy and similar sensitivity, specificity, 

precision, recall, and F1 score. These results are promising when compared to other DL models trained in 

similar datasets. 

Keywords-COVID-19; Chest X-Ray (CXR); DL; ML; densenet201; MLP 

I. INTRODUCTION  

More than 670 million illnesses and no less than 6.8 million 
deaths have been attributed to COVID-19 [1]. Polymerase 
Chain Reaction (PCR) is the present gold standard for detecting 
and diagnosing SARS-CoV-2 [2]. However, PCR tests can 
produce false negative results [3]. Obtaining correct clinical 
results with high efficiency is very important. The large 
number of patients infected with COVID-19 requires the 
correct use of resources and the provision of quality services to 
maintain the safety of both infected patients and health 
workers. Lung tomography is of indisputable diagnostic 
significance in the identification of many diseases [4]. The 
benefits of AI-based methods include lower cost, availability, 
and ease of use in a variety of therapeutic settings, including 
both community and hospital settings. The implementation of 
such approaches in a high-volume diagnostic environment 
could be self-limiting because, although any doctor can get a 
clinical impression from XR images, the results must be 
validated by a radiologist. The speed of results validation is 
based on the availability of radiologists and the size of the 
images to be examined [5-10]. Due to this, the automatic 
identification of lung disorders using AI is an extremely 
significant concept that is regularly explored in the disciplines 
of medical informatics and radiology [11]. The COVID-19 
epidemic can be better managed with a prompt and accurate 
diagnosis using CXR images and symptoms, helping healthcare 
systems protect vulnerable people. AI can be used in many 
different ways to analyze complicated data and learn more 
about COVID-19. AI utilizes Machine Learning (ML) and 
Deep Learning (DL) to develop algorithms that can be applied 
in the biomedical and clinical domains to classify and stratify 
patients using a variety of data sources. Using AI to identify 
high-risk patients early, treat them, and control the spread of 
the disease is an important contribution. Furthermore, AI can 
help with pandemic management by promptly alerting 
authorities of COVID-19 outbreaks [12-13]. CXR images are 
used to classify patients with COVID-19, and the results show 
that ML and DL algorithms perform very well and accurately. 

A. Research Motivation 

In the context of image classification, the availability of 
extensive and well-labeled datasets enables the selection of 

more relevant features, resulting in better differentiation 
between image categories. This leads to the formation of more 
distinct groups of results, enhancing the accuracy of predictions 
for new and unseen images. The limited and uneven 
availability of datasets in medical data results in generalization 
errors. However, models trained on diversified datasets are 
capable of learning in a general manner, and the boundaries 
between classes are also distinct. As a result, ML and DL 
models can use the characteristics and classification skills of 
pre-trained models while dealing with excessively large 
datasets. 

B. Research Contribution 

This study proposes a hybrid model using DenseNet and 
MLP to detect COVID-19 in CXR data. The first phase of the 
DL-based diagnosis of MERS-CoV (COVID-19) is detection, 
followed by classification in connection to chest disorders, 
including normal, pneumonia, and COVID-19. This study is an 
improved version of [14]. This study: 

 Combines the pre-trained DenseNet201 CNN model for 
feature extraction and the MLP model for classification. 

 Achieves a high level of accuracy (98.82%) when applied 
to the NIH dataset. 

II. LITERATURE REVIEW  

In [15], CoviNet was introduced, which is a deep learning 
network capable of detecting COVID-19 in CXR images. This 
architecture was based on CNN, histogram equalization, and an 
adaptive median filter. In terms of binary classification, the 
model was 98.62% accurate, while in terms of multiclass 
classification, it was 95.77% accurate. In [16], traditional ML 
models were combined with pre-trained DL to automatically 
diagnose COVID-19 from CXR images. The features retrieved 
were chosen and classified to improve decision-making for 
infectious diseases, such as bacterial and viral pneumonia. A 
fresh CXR database was built to test this method, which 
achieved a success rate of more than 99%. In [17], the 
EfficientNet architecture was used to detect COVID-19 in chest 
CT images, achieving 0.897 accuracy, 0.896 F1 score, and 
0.895 AUC. Using the reduce-on-plateau learning rate 
optimization method, which involves slowing down learning 
when model performance stops improving, the F1 score was 
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0.9, while it was 0.8 and 0.82 when using the cyclic learning 
rate and constant learning rate, respectively. In [18], a Gaussian 
filter was used to reduce image noise and improve quality. In 
[19], a CNN was combined with popular ML techniques such 
as Bayes, RF, KNN, and MLP. The InceptionV3 architecture 
with an SVM classifier using a linear kernel achieved 99.42% 
accuracy, making it the best extractor-classifier combo, while 
ResNet50 with MLP achieved 97.46% accuracy. In [20], DL 
and transfer learning were combined to diagnose COVID-19 on 
CXR images. The VGG16 architecture was modified, 
achieving 99.7% accuracy. In [21], the Xception, InceptionV3, 
and MobileNetv3 models achieved 91%, 89%, and 86% 
accuracy, respectively. In [22], a thorough training approach 
was followed to achieve a multiclass classification of 
respiratory diseases. Cutting and resizing procedures were 
employed in the initial preprocessing stage to remove any 
extraneous information from the samples. A pre-trained 
EfficientNet v2 network was used to generate a nominal feature 
set and assign the correct categories to subsequent images. The 
three categories were classified more accurately using this 
technique. However, the algorithm had performance and 
customization limitations that worsened as class sizes 
increased. Deep learning techniques can improve the quality 
and utility of fused images. In [23], a modified AlexNet 
architecture was used for feature extraction and classification in 
a dataset with four classes. According to [24], smartphone apps 
based on ML models can help diagnose COVID-19, diabetes, 
and heart diseases. In [25], a novel end-to-end CNN model was 
used to classify CXR images, obtaining 97% sensitivity and 
99.32% specificity, which shows promise compared to other 
DL models on the same dataset. In [26], the CXR-EffDet 
model was proposed to identify and classify eight different 
types of chest deformity using X-rays. EfficientDet-D0, based 
on EfficientNet-B0, was used to calculate a specific set of key 
point samples and complete the classification task. 
Furthermore, this method was adaptable in identifying a range 
of CXR abnormalities, as it used a single-stage object identifier 
to detect different chest diseases. However, its performance 
was lower in images with hazy effects. In general, deep 
learning models greatly enhance the accuracy and pace of 
COVID-19 diagnosis from medical images, achieving accuracy 
rates of more than 95%. Such models can be essential to 
identify infected people and isolate them to prevent the virus 
from spreading. However, further research must improve the 
robustness and generalizability of models [27]. Many AI 
frameworks have been successfully used to detect COVID-19 
in CXR CT images with remarkable precision. However, there 
are still obstacles that must be overcome, such as the inability 
of algorithms to process larger classes, the requirement for real-
time predictions, and the criticality of validating results in real-
world healthcare environments. Although these developments 
enhance the efficacy and dependability of diagnostics, ongoing 
research is needed to tackle these obstacles and further 
optimize these methods. Models must generalize to diverse 
populations to be applicable globally, an aspect that is often 
missing and poorly addressed in existing models. Despite the 
advances made, the gap between deployments to real-life 
healthcare processes is huge. The interpretability of AI models 
is a critical specification to ensure that healthcare professionals 
can rely on and understand AI predictions. Patient data privacy 

is a major concern when publishing CXR images to train a 
model [28]. Covid forecasting involves some markers, such as 
epidemiological data (incidence and prevalence data), genomic 
surveillance, vaccination coverage, and the impact of public 
health policies, such as social distancing, mask mandates, and 
travel restrictions. In addition, certain trends related to travel, 
migration, weather, and seasonality may play an important role 
in the transmission of infectious diseases. Furthermore, access 
to healthcare and public health infrastructure is affected by 
socioeconomic factors. Combining these characteristics into 
models would allow researchers to better predict the timing and 
impact of a pandemic so that they can better prepare and 
respond [29-30]. 

III. METHOD 

This study investigates the classification of CXR images, 
which is a crucial task in identifying cases of normality, 
pneumonia, and COVID-19. The DenseNet201 and Multi-
Layer Perceptron (MLP) were used to improve classification 
accuracy. During the preprocessing steps, SMOTE was used to 
balance data effectively and the images were downsized to a 
standard 128×128×3 resolution. Classified cross-entropy loss 
and accuracy in training and validation were used to evaluate 
the model, along with the F1 score, sensitivity, specificity, loss, 
accuracy, and precision. Figure 1 shows the entire process 
followed. The proposed model is called NIH CXR. 

 

 
Fig. 1.  Flowchart of the proposed method for COVID-19 detection on 
CXR images. 
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A. Data Collection 

The NIH CXR dataset includes 112,120 radiographs from 
30,805 distinct patients who had received pathologic diagnoses 
for experimental purposes. To generate these designations, 
natural language processing was used on the texts of disease 
classifications from relevant radiological reports. After 
preprocessing, the data was divided into separate sets for 
training, validation, and testing purposes. Table II shows the 
categories in the dataset, while Figure 2 shows sample images 
from the categories. 

TABLE I.  DATASET CATEGORIES 

Category Count 

Normal 6000 
COVID-19 5634 
Pneumonia 5000 

 

(a)    (b) (c) 

Fig. 2.  Sample images of the dataset: (a) Normal image, (b) pneumonia 
image, (c) COVID-19 image. 

 
Fig. 3.  Data distribution before data sampling. 

B. Data Preprocessing 

Preprocessing was performed to enhance the performance 
of the proposed system. Images were resized, horizontally and 
vertically flipped, and rotated 25°. All images were scaled to 
128×128×3 using the Pyldic library to match the framework 
requirements. After normalizing each pixel of each image to 
the interval, the images were all transformed into an array data 
format [0, 1]. Typically, the underrepresented class receives a 
low classification. The SMOTE oversampling technique was 
used to balance the dataset. SMOTE was proposed to generate 
minority-specific synthetic examples according to feature 
affinity in minority-specific values [25]. Figure 5 shows the 
data per category after applying SMOTE. Addressing class 

imbalance and high dimensionality of data are standardization 
tools to improve diagnostic performance and scalability [31]. 

C. Data Split 

The dataset was divided into training (60%), validation 
(20%), and testing (20%) subsets. The training set (60%) was 
used to teach the ML model by letting it pick up relationships, 
patterns, and features. The validation set (20%) was used to test 
the model after training to adjust hyperparameters, avoid 
overfitting, and gauge generalization to new data. The test set 
(20%) was reserved for use only after training and validation, 
to evaluate the model's final performance on unseen data. 

 

 
Fig. 4.  Data balancing after using SMOTE sampling. 

D. Design of the Model 

The selection of the number of layers in a neural network 
architecture to detect COVID-19 in CXR images varies in 
different aspects. Layers can be stacked according to the task 
complexity and the volume of the dataset [32]. In complicated 
tasks with more data, deeper networks could capture more 
detailed patterns. Cross-validation is used to ensure that the 
architecture generalizes to new data Regularization methods, 
such as dropout and batch normalization, can be used to reduce 
overfitting and stiffness in deeper networks. Experiments can 
even be used to change the number of layers according to 
performance improvement and computation cost [33]. 

1) DenseNet201  

The DenseNet architecture is characterized by dense 
connectivity patterns between layers. DenseNet201 is made up 
of numerous dense blocks, with interconnected sets of 
convolutional layers inside each dense block. A transition layer 
takes the output from every dense block and uses a 
convolutional layer and a pooling operation to lower the feature 
maps' spatial dimensions. The last dense block is succeeded by 
a global average pooling layer that, after averaging the feature 
maps across all spatial dimensions, yields a one-dimensional 
vector. This vector is then inputted into a fully linked softmax 
layer for classification purposes [34-35]. 

2) Multi-Layer Perception (MLP) 

The MLP model is a feedforward ANN that is the building 
block of deep learning and DNN implementations. The input, 
output, and hidden layers make up the three layers of the MLP. 
Due to the direct connections between each neuron in each 
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layer, this network can be called fully connected [36]. After 
receiving the input data, the input layer normalizes the features 
and then distributes them across the network. Signals are 
transmitted from the outputs of this layer to the inputs of the 
hidden or output layer below it. Many hidden layers, the 
number of which can be adjusted, handle the signal processing 
and transmit signals from the input to the output. Hidden layers 
consist of regular neurons that analyze the data collected from 
the preceding layer. Their input is the most recent layer's 
output, and their output is the most recent layer's input. In the 
output layer, the processed data is used to produce predictions 
or judgments [37]. The activation function φ, is a nonlinear 
function that in a single-neuron perceptron model translates the 
summation function (�� + �) into the output value �: 

� �  ���� 	 �
    (2) 

where x is the input vector, w is the weighting vector, b is the 
bias, and y is the output value. 

This study aims to improve model generalization in diverse 
datasets using a transfer learning method and domain 
adaptation. The proposed method was designed to handle 
problems such as class imbalance and domain shift. Deep 
Transfer Learning (DTL) is the process of employing already 
learned knowledge in one area to another to map the features or 
representations learned from a source to a target domain and 
improve performance [38]. The convolution layers of 
DenseNet201, pre-trained on the ImageNet dataset, were used 
to extract high-level features from medical images. Its layers 
aggregated common patterns that can be leveraged with new 
activities. This process of modifying the pre-trained 
DenseNet201 model to accommodate a special medical dataset 
is called fine-tuning. This involves tweaking the weights of the 
pre-trained model to fit with the new data and enable it to 
detect medical abnormalities more accurately. The features 
extracted from all cells by DenseNet201 are saved in a file to 
be used during MLP integration and classification. MLP can 
capture different patterns and nuances in medical data, 
improving the final accuracy [39]. 

3) Training of Proposed Model 

The model architecture comprises several layers: an image 
input layer, a DenseNet201 functional layer, and subsequent 
layers comprising dropout, dense, and flattening layers. In total, 
50,306,627 parameters were used. For the whole training 
process, the Adam optimizer was used with a learning rate of 
0.0001 and categorical cross-entropy loss. The activation 
functions used in the MLP layers consist of Softmax for the 
final layer and ReLu throughout. A batch size of 32 was 
employed, and the training process spanned a total of 100 
epochs. 

E. Performance Evaluation 

Accuracy, precision, recall, and F1 score were some of the 
evaluation criteria used to analyze the performance of the 
model. The confusion matrix was used to evaluate the 
classifier's capacity to identify the three classes. The number of 
accurate predictions is denoted by True Negatives (TN) and 
True Positives (TP), while the number of wrong predictions is 
denoted by False Negatives (FN) and False Positives (FP). The 

performance measures used in this investigation are listed 
along with brief descriptions and mathematical calculations in 
[35]. 

 

 
Fig. 5.  Model summary. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS  

This study used a PC running Windows 10 and powered by 
an Intel Core i5-1035G1 CPU 1.00-1.19 GHz for the 
experimental testing investigation. The models were 
implemented using the Python programming language and the 
Jupyter Notebook. Figure 6 shows the line graph plot of the 
training and validation loss. From the beginning, the training 
accuracy was 93% and the validation accuracy was 95%. The 
accuracy rate varied with increasing the number of epochs and 
finally reached more than 99% at the 100th epoch for both 
training and validation sets. 

 

 
Fig. 6.  Training and validation loss graph on the NIH dataset. 

The confusion matrix, shown in Figure 7, was also used to 
evaluate the results of the proposed hybrid DL model. In an 
instance of COVID detection in a three-class dataset, which 
included a total of 2880 images as part of the test data, 923 of 
the images were correctly classified as COVID-19, while two 
images were incorrectly classified as pneumonia and three of 
them as normal. Similarly, 946 images were correctly classified 
as pneumonia, and 977 images were correctly classified as 
normal cases. Table I represents the final performance results 
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of the COVID-19 classification. Some additional performance 
parameters were calculated to evaluate the performance of the 
proposed model according to specificity, sensitivity, F1 score, 
recall, and precision. The accuracy values in training, 
validation, and testing were 99.91%, 99.14%, and 98.82%, 
respectively, while the loss values were 0.0036, 0.0416, and 
0.0590, respectively. In addition to accuracy, sensitivity, 
specificity, F1 score, recall, and precision were excellent, 
achieving values close to 99% or higher. 

 

 
Fig. 7.  Confusion matrix. 

TABLE II.  PERFORMANCE RESULTS OF COVID-19 
CLASSIFICATION 

Parameters Performance 

Training loss 0.0036 
Training accuracy 99.91 

Validation loss 0.0416 
Validation accuracy 99.14 

Testing loss 0.0590 
Testing accuracy 98.82 

Sensitivity 99.69 
Specificity 98.61 
F1 score 99 
Precision 99 

 

The proposed hybrid of DenseNet201 and MLP exhibited 
outstanding performance when evaluated on a CXR image 
dataset. Demonstrating robustness during validation, the model 
achieved 99.14% accuracy with a loss of 0.0416 after achieving 
a training accuracy of 99.91% with a training loss of 0.0036 
(Figures 8 and 9).  

 

 
Fig. 8.  Bar graph loss of the proposed model. 

The test results provide additional evidence of its efficacy, 
as it achieved 98.82% accuracy with a negligible loss of 
0.0590. The model's ability to accurately classify positive and 
negative instances is underscored by sensitivity and specificity, 
totaling 99.69% and 98.61%, respectively. Figure 10 shows a 
visual representation of the model's performance metrics. 

 

 
Fig. 9.  Accuracy of the proposed model. 

 
Fig. 10.  Performance measures of the proposed model. 

 
Fig. 11.  Prediction results on the CXR image dataset for multiple diseases. 

Figure 11 shows some prediction results after testing the 
proposed model on the CXR image dataset, indicating the 
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Predicted Class (PC) and True class (TC). The proposed hybrid 
model outperformed various state-of-the-art COVID-19 CXR 
detection algorithms with 98.82% accuracy. Its high recall of 
99.69% and specificity of 98.61% show its ability to detect 
positive and negative instances. The model's accuracy and 
balance are shown by its 99% F1 score and precision metrics.  

 

 
Fig. 12.  Comparative performance graph of different models for Covid-19 
detection in CXR images. 

The proposed method detects COVID-19 in CXR images 
better than several existing models. Table II and Figure 12 

show that the proposed model outperformed other models in 
accuracy, recall, specificity, F1 score, precision, and loss. This 
implies that using a hybrid of DenseNet201 and MLP can 
accurately and reliably detect and classify COVID-19 cases in 
CXR images. Table II shows the final performance results of 
the COVID-19 classification in different CXR image datasets, 
in terms of accuracy and loss.  

V. CONCLUSION AND FUTURE WORK  

Pre-trained neural networks can be employed for COVID-
19 diagnosis. This study used a pre-trained DTL architecture 
and a conventional DL model to develop an automated 
instrument to diagnose COVID-19 from CXR images. The 
proposed method was specifically designed to classify CXR 
images acquired with portable equipment into three different 
clinical categories: normal, pneumonia, and COVID-19. The 
Densenet201 and MLP DL approaches were used. The joint 
response of these approaches allows for improved 
differentiation between patients infected with COVID-19, 
patients with other diseases that manifest characteristics similar 
to COVID-19, and normal cases. The proposed approach was 
validated over a dataset specifically retrieved for this research. 
Despite the poor quality of CXR images, which is inherent in 
portable equipment, the proposed approach provided excellent 
global accuracy values of 98.82% and 99%, respectively, 
allowing for a reliable analysis of portable radiographs to 
facilitate the clinical decision-making process. 

TABLE III.  COMPARISON BETWEEN EXISTING TECHNIQUES AND THE PROPOSED MODEL 

Reference Model Accuracy Recall Specificity F1-score Precision Loss 

[14] EfficientNet 85.32 77.97 88.98    
[20] EfficientNet v2-M 82.15 81.40 91.65   0.6933 
[22] CXray-EffDet 94.53 92.36  91.16 90  
[26] Visual Geometric Group Data Spatial Transformer with CNN (VDSNet) 70.24 0.63  0.65 0.67  
[31] multilayer machine vision classifier 83.57 98.68  0.8981 82.42  
[34] MobileNet 93.75 94.39  93.18 91.36  

Proposed Hybrid DenseNet201 and MLP 98.82 99.69 98.61 99 99 0.0590 

 
Future studies should investigate transfer learning and 

domain adaptation to enhance the proposed hybrid 
DenseNet201 and MLP model on varied datasets. Evaluating 
the model's medical decision-making requires interpretability 
research. Adding attention mechanisms and clever data 
augmentation procedures may help the model spot subtle 
patterns in CXR images. Clinical relevance can be improved by 
collaborating with domain specialists. To prove its practicality, 
the model should be tested in real-world healthcare settings and 
monitored continuously. These efforts seek to make the 
proposed model a useful and reliable clinical tool for CXR 
image classification. 

DATA AVAILABILITY 

The datasets used and analyzed in this study are available 
in:  

 https://www.kaggle.com/prashant268/chest-xray-covid19-
pneumonia 

 https://www.kaggle.com/tawsifurrahman/covid19-
radiography-database 

 https://data.mendeley.com/datasets/9xkhgts2s6/1 

 https://www.kaggle.com/mdzabirulislam/covid19-chest-
xray-image-repository. 
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