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ABSTRACT 

Systematic Literature Reviews (SLRs) play a crucial role in evidence synthesis within computing research. 

However, the quality of SLRs can vary significantly, affecting their reproducibility and trustworthiness. 

This study addresses the problem of poorly understood practices in SLR quality assessment. It investigates 

the current landscape of quality instruments used to assess SLRs in computing by analyzing 97 tertiary 

studies across various computing domains. The analysis focuses on identifying the dominant quality 

instruments, and examining reported modifications or adaptations made to them. A qualitative analysis is 

conducted on the interpretations and scoring of widely utilized quality criteria. The analysis reveals diverse 

interpretations and potential inconsistencies in the application of quality instruments, owing to the absence 

of concrete examples. The findings provide valuable insights for both SLR authors and consumers in 

computing research, pointing out the most widely deployed quality instruments, common customization 

and interpretive practices, and potential areas for improvement. This study contributes to the ongoing 

discussions on enhancing SLR quality in computing, forming the basis for automating the quality 

assessment process. 

Keywords-mapping study; quality assessment; quality criteria; reporting quality; reproducibility; systematic 

literature review; scoping review; tertiary study 

I. INTRODUCTION  

SLRs aim to identify, evaluate, and consolidate existing 
literature using a systematic, transparent, and reproducible 
methodology. Originating in medicine, this review 
methodology has expanded its influence into various other 
fields. Since its introduction into software engineering in 2004 
[1], the methodology has gained widespread recognition and 
increased adoption, not only in software engineering, but also 
in other areas within computing. The SLR process commences 
with the identification of the question(s) that will guide the 
review, followed by the formulation of a plan for collecting 
primary studies, assessing their quality, utilizing them for data 
extraction, and analyzing and synthesizing them. Once the plan 
is executed, comprehensive details regarding the execution of 
each phase and the results should be reported. This emphasis 
on reporting is a key distinguishing characteristic that sets 
SLRs apart from other types of literature reviews. Numerous 
guidelines and checklists are available to assist reviewers in 
ensuring SLR quality and comprehensive reporting. For 
example, the Database of Attributes of Reviews of Effects 

(DARE) utilizes a set of five quality criteria 
(https://www.crd.york.ac.uk/), and SLRs must meet at least 
four of them to qualify for inclusion in the database. Another 
popular instrument is the Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses (PRISMA) statement, 
which features both a checklist and a flow diagram 
(https://www.prisma-statement.org/). The checklist comprises 
27 items and reports in different sections of the review 
documents, while the flow diagram mainly focuses on 
reporting the study identification procedure. Additionally, the 
National Institute of Health (NIH) provides a dedicated quality 
assessment tool for SLRs and meta-analyses 
(https://www.nhlbi.nih.gov/health-topics/study-quality-
assessment-tools), offering another valuable resource for 
reviewers. Efforts have been made to tailor existing 
instruments for SLRs to the field of computing, with particular 
attention being paid to software engineering. Examples of such 
initiatives include QAISER, which aims to assist appraisers in 
assessing SLR quality using 16 items [2], and SEGRESS [3], 
which is more oriented toward qualitative SLRs and mapping 
studies than the PRISMA 2020. The latter builds upon and was 
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originally designed for quantitative SLRs and meta-analyses of 
formal experiments and quasi-experiments. However, while 
guidelines and checklists are available, evaluating the actual 
SLR quality remains crucial. Different SLR quality aspects, 
including reporting [6], search strategies [7], threats to validity 
[8, 9], and contributing factors [10, 11] have been investigated 
in the existing literature. Authors in [6] examined 37 software 
engineering SLRs published between 2010 and 2015, 
identifying reporting quality issues and creating a 9-item 
checklist to improve essential reporting. Authors in [7] 
developed a checklist to assess the reliability of automated 
search strategies in SLRs, finding that the 92% of 27 reviews 
were not repeatable due to missing search details. Authors in 
[8] identified common threats to the validity of 316 SLRs and 
mapping studies, while authors in [9] highlighted two primary 
threats to replicating SLRs in computer science and offered 
recommendations for mitigating them. Authors in [10, 11] 
examined the impact of several factors, such as referencing 
guidelines, publication venue, and research scope, on SLR 
quality and concluded that improvements have been made in 
the latter over time. 

Similar to the current study’s focus, authors in [12] 
investigated the assessment of secondary studies’ quality 
conducted as part of tertiary studies in the field of software 
engineering. Three quality assessment aspects were examined: 
1) frameworks in use, 2) the facets explored within these 
frameworks, and 3) the purposes. To accomplish this, the 
authors performed a content analysis of 47 tertiary studies 
obtained through a systematic mapping study conducted on 
Scopus. They identified the DARE framework as the most 
widely used quality assessment instrument, with some studies 
having customized this framework to suit their specific needs. 
However, a notable discrepancy arises from the lack of 
comprehensive analysis and synthesis regarding how quality 
assessment instruments are used and customized within 
computing. Existing studies focus on specific aspects or 
smaller samples, generating gaps in understanding how these 
instruments are applied across the broader computing field. For 
example, authors in [12] concentrated on SLRs within software 
engineering obtained from a single source, limiting its scope 
and generalizability. Moreover, previous studies have not 
examined how these quality criteria are interpreted and applied 
across the computing field. The DARE framework, for 
instance, has been widely used to assess review quality, but 
prior research has not fully explored whether the quality 
assessment criteria are being consistently interpreted and 
applied. 

Given that conducting SLRs is a labor-intensive and time-
consuming process, there has been a growing interest in 
automating the procedure. Several studies have explored 
automating various tasks involved in SLRs, with the greatest 
attention having been paid to screening (i.e. the selection of 
relevant studies) [4]. However, one aspect that has not received 
sufficient attention is automating the evaluation of the reporting 
quality in SLRs themselves, a crucial factor for enhancing the 
reproducibility and trustworthiness of their findings. This is 
particularly significant, given that various studies have 
pinpointed limitations in the quality of different SLR aspects, 
such as search strategy, synthesis, and reporting [5]. 

Given the increasing reliance on SLRs across various 
disciplines within computing, ensuring that these reviews 
maintain high quality is crucial for advancing the field. 
Automating the assessment of the SLR reporting quality may 
enable quicker evaluations and reduce human bias or 
inconsistencies. Motivated by the automation potential, this 
research aims to gain a deeper understanding of the assessment 
practices used to evaluate published SLRs and to reflect on 
possible ways for these practices to be automated. 
Consequently, the following research questions were 
formulated: 

RQ1: What are the existing instruments for rating the SLR 
quality in computing? 

RQ2: Which instruments are most widely used? 

RQ3: Are the quality criteria within these instruments 
employed "as-is" or customized to suit computing? 

RQ4: How have researchers interpreted the quality criteria 
within the applied instruments? 

The main contribution of this research is to provide a 
comprehensive 14-year overview of the SLR quality 
assessment. It has identified the most frequently used 
instruments and examined the aspects adapted to align with the 
specific needs of the computing field. One of the key results of 
this study is highlighting inconsistencies in the interpretation of 
DARE quality criteria. In response, it has developed a set of 
recommendations aimed at addressing these inconsistencies 
and streamlining the quality assessment process, laying the 
groundwork for automating the latter. The information 
presented in this paper has significant value for researchers 
interested in implementing quality assessments to evaluate 
SLRs and those exploring the possibility of automating the 
SLR quality assessment process. 

II. RESEARCH METHODOLOGY 

A. Data Source  

In this work, the primary source of information on quality 
was derived from tertiary studies, which are SLRs of secondary 
studies; that is, SLRs and mapping studies. These tertiary 
studies were obtained from the resource for computing-related 
systematic secondary studies [13]. The resource currently 
includes 4,217 systematic secondary studies, comprising SLRs, 
mapping studies, and tertiary studies. 

B. Procedure 

To specifically identify tertiary studies, R was utilized to 
filter in studies explicitly containing the keyword "tertiary" in 
their title, abstract, or keywords. The results were exported into 
a CSV file and the resulting 99 tertiary studies were reviewed 
to confirm their classification as tertiary studies. Following this 
initial review, one study was omitted due to the inaccessibility 
of the full text, and another one was excluded because it was 
not in English. This resulted in a dataset comprising 97 tertiary 
studies for subsequent data extraction and analysis. The 
following data about the SLR quality assessment were 
extracted. 

 Basic data about tertiary studies 
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o Type of the tertiary study 

o Computing area 

o Publication year 

o Number of reviews included in the tertiary study 

 Data about quality instruments 

o Instruments used for quality assessment 

o Number of quality criteria 

o Modification of the quality assessment instrument, 
including the incorporation of additional quality 
criteria 

o Interpretation of the quality criteria 

 

 

Fig. 1.  Study workflow. 

Regarding the instruments used for quality assessment, 
some research indicates the utilization of DARE, while other 
studies point to adopting Kitchenham evaluation criteria. 
However, the criteria outlined in Kitchenham were originally 
derived from DARE, albeit with refinements made through 
adjustments in phrasing. Table I illustrates the differences 
between the evaluation criteria of Kitchenham and DARE. 
Notably, some studies use the phrasing of Kitchenham but refer 
to DARE. To maintain consistency and accuracy in data 
extraction, this study adheres to referencing DARE in the 
extraction table, while acknowledging that the wording of 
Kitchenham's criteria is utilized. The present work’s 
assessment was based on the quality criteria reported in the 
reviewed studies and not on the references provided by the 
researchers. 

Data were extracted in tabular formats and analyzed both 
manually and employing R. For example, R was used to 
preprocess keywords associated with tertiary studies and 
generate a word cloud, providing insights into the most 
prevalent topics and computing areas. The preprocessing 
involved standardizing the text by converting it to lowercase, 
eliminating common stopwords, and removing keywords 
linked to SLRs, such as "tertiary studies", "systematic literature 
review", and "systematic mapping". This step was taken to 

ensure that the generated word cloud distinctly reflects the 
computing topic explored within the studies. 

TABLE I.  DARE AND CORRESPONDING KITCHENHAM 
EVALUATION CRITERIA  

DARE Kitchenham et al. [14] 

Were inclusion/exclusion 

criteria reported? 

Are the review’s inclusion and exclusion 

criteria described and appropriate? 

Was the search adequate? 
Is the literature search likely to have 

covered all relevant studies? 

Was the quality of the 

included studies assessed? 

Did the reviewers assess the 

quality/validity of the included studies? 

Are there sufficient details 

about the included studies 

presented? 

Were the basic data/studies 

adequately described? 

Were the included studies 

synthesized? 
 

 

Additionally, R was utilized to analyze basic data about the 
tertiary studies. That is, it was used to obtain summary 
information about the publication years, as well as the number 
of reviews included in tertiary studies, such as the minimum, 
maximum, and total number across all studies. R was also 
utilized to count the number of occurrences of different quality 
instruments. On the other hand, certain aspects, involving the 
modification of quality instruments and the interpretation of 
quality criteria, required manual analysis. For instance, 
researchers might use different descriptions but convey the 
same meaning when assigning certain scores during quality 
assessment. There are also instances where very similar 
descriptions are used with slight differences that alter the 
meaning. To address this, a thorough manual analysis was 
conducted by reading through these interpretations, grouping 
similar ones, and then counting to determine the prevalence in 
the interpretations. Similarly, this study delved into the nature 
of modifications made to quality assessment instruments, 
examined them, and extracted common themes deploying the 
coding framework outlined in [12]. 

III. RESULTS 

A. Basic Information 

Initially, basic information about the dataset was provided. 
A total of 97 tertiary studies published between 2009 and 2023 
(listed in Table II) were analyzed, covering a cumulative 2,620 
secondary studies. This count excludes the study reported in 
[15] due to its ongoing status. Among tertiary studies, 22 were 
identified as SLRs, three as systematic mappings, and one as an 
interpretative review. 

Software engineering emerged as the most prominently 
represented sub-area. This observation is further emphasized 
through the word cloud generated from the keywords, as 
illustrated in Figure 1. Within this visual representation, the 
terms "software" and "engineering" stand out as the most 
frequently occurring. Additionally, words like "agile" and 
"development", often associated with concepts, such as "Agile 
Software Development", "Distributed Software Development", 
or "Global Software Development", contribute to affirming the 
substantial focus on this specific domain. 
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Fig. 2.  Word cloud of keywords extracted from the tertiary studies. 

B. Current Instruments 

Quality assessment was conducted in 50 studies. Regarding 
the quality assessment instruments, DARE was utilized in 84% 
(n=42) of the studies performing quality assessment. It is 
noteworthy that there are both old (DARE-4) and new versions 
of DARE (DARE-5), with the key distinction being that the 
new version incorporates a fifth quality criterion added in 2009, 
[16]. The most commonly employed version was DARE-4 (25 
studies) followed by DARE-5 (17 studies). All studies in the 
performed analysis, except for [14], were published post-2009, 
after DARE-5 became available. However, DARE-4 is still 
more frequently used, highlighted by the fact that 30 studies 
adopted the language utilized in [14], which deployed DARE-
4. This may explain the popularity of DARE-4 over DARE-5. 
It should be mentioned, though, that of the 30 studies that 
adopted the language used in [14], 22 utilized DARE-4, while 8 
employed DARE-5. The remaining 16% (n=8) of the studies 
utilized the well-known PRISMA (1 study), AMSTAR (1 
study), and custom-defined checklists (6 studies) for quality 
assessment (Table III), with some referring to other studies for 
guidance in formulating these checklists (i.e. [17] referring to 
[6, 10, 18] and [19] referring to [20, 21]).  

C. Modifications of Quality Instruments 

It is important to note that Kitchenham et al. [14] have 
modified the wording of the DARE criteria and provided 
interpretations of the DARE criteria to facilitate the assignment 
of scores for each criterion. The original DARE criteria and the 
adapted versions are presented in Table I. Interestingly, 73.17% 
(n=30) of the studies utilizing DARE employ the wording 
introduced in [14]. Some studies refer to [14] without explicitly 
citing DARE, thus supporting this work’s speculation regarding 
its popularity. Apart from modifications to the wording, the 
DARE-4 was used and underwent modifications in only five 
tertiary studies, whereas DARE-5 was modified in two [26, 
31]. In all studies that involved instrument modification, a 
consistent pattern emerged wherein new criteria were 
introduced. However, in [27], the criterion "is the literature 
search likely to have covered all relevant studies?" was omitted 

from DARE, while additional criteria were incorporated. It was 
found that items added repeatedly pertained to research 
questions (QC6), study types (QC22), potential threats to 
validity (QC8), precise reporting of the findings (QC28), and 
precise reporting of research method (QC29). 

D. Interpretation of Quality Instruments 

1) Interpretation of the Quality Criteria related to the 
Inclusion/Exclusion Criteria 

Concerning the interpretation of the first DARE criteria, 
specifically related to the inclusion/exclusion criteria, the 
analysis revealed that in [10, 11, 14, 16, 26, 28, 32-46], the 
focus was primarily on the inclusion criteria alone. If the 
inclusion criteria are explicitly stated, the paper is assigned a 
full score; if implicit or partially described, it receives a partial 
score, and if not defined, a score of 0 is assigned. Furthermore, 
in [46], it is asserted that the explicit inclusion criteria are those 
clearly delineated in a separate section of the paper. 

In [47-49], it is argued that the complete satisfaction of the 
first DARE criteria requires an explicit statement of either 
inclusion or exclusion. In contrast, implicit representation 
results in partial satisfaction [6, 48-51], and the absence of a 
definition leads to non-satisfaction [48, 49]. In [51-55], both 
criteria need to be explicitly addressed to meet the specified 
DARE criteria. Within these studies, there is a variation in the 
interpretation of a partial score. Different interpretations 
include scenarios where the criteria are implicit but safely 
inferred, either criterion is implicit, both are implicit, both are 
partially defined, only one selection criterion is described, or 
they are both implicit. In [6, 30, 50, 56, 57], references to the 
criteria were made without inclusion or exclusion criteria 
having been explicitly specified. The condition for assigning a 
full score includes explicit criteria, while for a partial score, 
involves criteria that are implicit or partially defined. Authors 
in [30] provide an additional elaboration on the notion of 
"explicit criteria", stating that they are presented in tables, 
bullet points, or clearly described in the text, while implicit 
criteria are derived from research questions and search terms 
without explicit clarification and a zero score is assigned if the 
criteria are not defined.  

While many studies adopted the version "are the review’s 
inclusion and exclusion criteria described and appropriate?", 
found in [14], instead of the original DARE criteria "were 
inclusion/exclusion criteria reported?", it is evident from their 
interpretation that they all focus exclusively on reporting the 
criteria without assessing their appropriateness. Establishing 
universal rules for assessing appropriateness is challenging, as 
it depends on the topic and objectives of the reviews. However, 
authors can provide interpretations of appropriateness that are 
tailored to the specific context of their review. 

In addition, most studies concentrated primarily on 
inclusion criteria. This exclusive focus can lead to a limited 
understanding of the selection process, as exclusion criteria are 
equally important to ensure the rigor and reproducibility of an 
SLR. 
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TABLE II.  BASIC INFORMATION ABOUT INCLUDED STUDIES. SE = SOFTWARE ENGINEERING, TS = TERTIARY STUDY, SM = 
SYSTEMAIC MAPPING 

Reference Domain and focus Type of review No. of included reviews 

[14] SE (SLRs in SE) SLR 20 

[65] SE (Synthesis in SLRs in SE) TS 31 

[11] SE (SLRs in SE) SLR 67 but 42 selected for quality assessment 

[10] SE (SLRs in SE) SLR 33 

[66] Health information systems SLR 50 

[67] SE (Research synthesis in SE) SLR 49 

[33] SE (SLRs in SE) SLR 77 

[59] SE (Evidence-informed teaching in SE) SLR 48 

[68] SE (Communication in distributed development) SLR 20 

[34] SE (Distributed software development) SLR 14 

[35] SE (GSD) SLR 37 

[16] SE (GSD) TS 37 

[69] SE (Agile and lean practices in SE) TS 13 

[8] SE (Validity of SLRs) TS 316 

[36] SE (Software product lines) TS 60 

[70] Automation in code generation TS and SM 2,450 

[6] Reporting SLRs in SE TS 37 

[27] Internet of things TS 12 

[71] SE (Software productivity) TS 4 

[72] SE (Threats to validity in SE secondary studies) TS 165 

[28] SE (Software reuse) TS 56 

[73] SE (Software visualization) SLR 48 

[74] Cloud computing SLR 76 

[52] SE (Gamification) SM 12 

[75] SE (Multivocal literature reviews) TS 12 

[76] SE (Model-driven engineering) SLR 64 

[77] SE (GSD) TS 25 

[17] AI Adoption in business and management SLR 45 

[56] SE (Requirement patterns) SLR 4 

[78] SE (Education) TS 26 

[37] Sentiment analysis SLR 16 

[57] SE (software testing) SLR 49 

[24] SE (Code smells) TS 13 

[25] SE (Quality assessment in SLRs) TS 241 

[79] SE (DevOps) SM 41 

[38] Cyber bullying-Cyber harassment SLR 50 

[39] SE (Software process improvement) TS 24 

[58] SE (Scaling agile development process) TS 7 

[29] Internet of things TS 11 

[47] SE (Requirements engineering) TS 53 

[80] Mixed integer programming Literature review and TS 18 

[50] SE (teaching) TS 49 

[81] SE (Using grey literature) TS 9 

[40] SE (Usability in agile software development) TS 14 

[82] SE (Evidence-based software engineering research) TS 19 

[15] SE (Grey literature reviews) TS 13,177 

[83] SE (Agile practices) TS 37 

[84] Fourth industrial revolution of supply chains TS 65 

[41] Cybersecurity behavioral research TS 107 

[85] SE (SLRs) TS 48 

[42] SE (Agile software development) TS 28 

[19] SE (Test case selection and prioritization) TS 22 

[86] SE (Meta-ethnographies) TS 44 

[22] SE (GSD) TS 27 

[60] SE (Software testing) TS 53 

[87] Sentiment analysis SLR 22 

[88] SE (Pareto’s Law) TS 107 

[89] SE (Grey literature) TS 446 

[90] SE (Searches in secondary studies) TS 50 

[91] Supply chain management SLR 74 

[30] Software product lines and variability modeling TS 86 

[26] Software ecosystems TS 22 

[92] SE (Agile trends in SE) TS 12 
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[9] Threats to replicating SLR searches SLR 289 

[93] Computer science technologies for autism SM 33 

[23] SE (Experiences of conducting SLRs in SE) TS 116 

[43, 44] SE (Software testing) TS 22 

[45] Technical debt TS 13 

[94] SE (Agile software development) TS 118 

[51] System of systems Architecture TS 19 

[95] Blockchain and sustainability TS 34 

[48] Technical debt management TS 19 

[31] SE (Software cost/effort estimation) TS 14 

[49] Machine learning for SE TS 83 

[96] Machine scheduling problems in production TS 129 

[32] SE (Software process improvement) TS 70 

[97] Industry 4.0 TS 46 

[98] SE practice TS 120 

[99] No/Low-added value technology Interpretative review 17 

[100] Data analytics in healthcare TS 45 

[46] Technology use in education TS 73 

[101] Technology use in classrooms Tertiary meta-analytic review NA 

[55] SE (Software development teams) TS 29 

[102] Types of interoperability TS 15 

[53] Systematic mapping in SE SLR 178 

[103] Microservices anti-patterns TS 7 

[104] Microservice architecture TS 37 

[105] SE (Requirements in engineering practices) TS 5 

[106] Grey literature and google scholar in SLR in SE TS 138 

[107] SLRs and systematic mapping in SE TS 170 

[108] Software quality measurement TS 75 

[109] Quality assessment in SE TS 127 

[54] Model-driven engineering TS 22 

[110] Blockchain TS 42 

[111] SE (Code smells and refactoring) TS 21 

[112] SE (variability modeling) TS 78 

 

2) Interpretation of the Quality Criteria related to the 
Adequacy of the Search 

Regarding the adequacy of the search in [6, 10, 14, 16, 26, 
28, 30, 32-35, 37, 40, 45, 48, 50, 57], two conditions emerged 
as indicators of search adequacy: 1) employing two search 
strategies, with one being searches in at least four electronic 
databases or 2) identifying and searching all relevant journals 
on the subject of interest. In [43, 44], the conditions for 
achieving a full score are similar, although for the first 
condition, the authors specify that the number of digital 
libraries is one. 

Even though many studies assert that searching relevant 
journals alone is deemed sufficient without incorporating the 
first condition, in [36], a broader approach is followed. This 
study specifies that adequacy requires the utilization of two 
complete search strategies. It offers an illustrative example of 
complete strategies, emphasizing the need to search at least 
four digital libraries and conduct a manual search across all 
potential forums. Notably, authors in [39, 46, 47, 51, 52, 54, 
56] specify only the first condition, while authors in [49, 55] 
adopt a similar condition but specify that the number of 
databases should be more than four. 

Furthermore, in [38, 41, 42, 53], searching databases alone 
is deemed sufficient. These studies explicitly specify that to 
achieve a full score, the searches must encompass four or more 
academic and reputable online databases. For a partial score, 
three to four databases are required [41, 42, 53], or fewer than 

four [38]. A score of 0 is given if two or fewer databases are 
searched. 

In [6, 10, 14, 16, 26, 32, 34, 35, 37, 40, 45, 48, 50, 57], a 
partial score is assigned when three or four databases are 
searched without applying additional search strategies or when 
the search is limited to a restricted set of journals. The 
remaining studies exhibit varied overlapping criteria for 
assigning partial scores. In [28], a partial score requires 
searching across two or three digital libraries or searching a 
defined but restricted set of journals and conferences. In [30], 
the approach to assigning partial scores differs, specifying the 
condition as searching four digital libraries without employing 
additional search strategies or searching three digital libraries 
with the incorporation of extra search strategies. Authors in 
[33] adopted similar criteria for a partial score to those 
presented in [30], with a slight variation in searching three 
databases regardless of the use of additional strategies. They 
also introduce an additional criterion involving a search within 
a restricted set of journals and conference proceedings. Finally, 
authors in [36] conditioned a complete primary search strategy, 
an incomplete one, or no secondary search strategy. 

For a partial score, some studies require searching fewer 
databases than what is necessary for a full score. For instance, 
searching three to four databases is deemed sufficient in [39, 
47, 49, 51, 52, 54, 58], while searching three relevant sources is 
adequate in [56]. A score of zero is assigned for searches 
conducted with up to two digital libraries or an extremely 
restricted set of journals [6, 10, 14, 16, 26, 28, 30, 32- 37, 40, 
45, 48, 50, 52, 57]. In [58], the criterion is similar but includes 
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searches in two databases. Authors in [10, 37] emphasize the 
importance of evaluating the appropriateness of digital libraries 
for a specific SLR, although they do not specify the exact 
methodology used for this evaluation. 

3) Interpretation of the Quality Criteria related to the 
Synthesis Method 

For synthesis, a full score is assigned in [16, 26, 35, 40, 48, 
53] when "an explicit synthesis method is named, and a 
reference to the method is supplied". A partial score is given if 
the synthesis method is named, but no reference to it is 
supplied. Authors in [41] claim that in order to assign a full 
score, "the synthesis method is explicitly defined". However, 
based on the condition for assigning a partial score, according 
to which, "the synthesis method is implicitly mentioned 
without any reference", it appears that the authors apply the 
same criteria as the six aforementioned studies. Nevertheless, it 
remains unclear which reference should be provided, as 
commonly known synthesis methods, such as meta-analysis, 
typically do not necessitate a specific citation. 

Authors in [50, 59], assign a full score for conducting 
synthesis or meta-analysis for all the data and a partial score 
when synthesis or meta-analysis are performed for only some 
of the data. However, synthesizing all of the data is sometimes 
impractical due to their heterogeneity, a limitation which 
contributes to improving the synthesis quality. Authors in [55] 
appear to employ the same criteria, assigning a full score when 
the results are compared with those of other studies and a 
partial score when only a few results are discussed. In [57], two 
sub-questions were derived from the DARE criteria to assess 
the synthesis appropriateness. The first sub-question addresses 
whether the data are both synthesized and aggregated or merely 
summarized. The second sub-question focuses on the quality of 
the studies included in the synthesis. Similarly, the 
interpretations employed in [51] appear to align with the first 
sub-question, awarding a full score if the data are extracted, 
summarized, and interpreted. A partial score is awarded if the 
data are not interpreted, and no score is given if the data are not 
summarized. 

4) Interpretation of the Quality Criteria related to the 
Quality/Validity 

When evaluating quality assessment in [10, 14, 16, 26, 28, 
32-37, 39, 40, 43-47, 49-54, 56, 57, 59], the predominant 
criterion for assigning full scores involves the explicit 
definition and extraction of quality criteria from each reviewed 
study. In [26], the same criterion is applied, but the 
incorporation of preventative steps is also required to minimize 
bias and errors in the quality assessment process. It is worth 
mentioning that in [39, 47, 49], the phrasing varies, with two of 
them using "explicit quality criteria described and applied", and 
one using "applied explicit quality criteria". However, these 
expressions are interpreted to convey the same meaning: the 
explicit definition and extraction of quality criteria from each 
reviewed study. This is because applying quality criteria 
inherently implies that the necessary data have been extracted 
from each reviewed study. 

In the context of these 27 studies, 23 of them [10, 14, 16, 
26, 28, 32- 37, 39, 40, 43-46, 50, 51, 54, 56, 57, 59] allocate a 

partial score when the research question involves addressing 
quality or validity issues. More precisely, as articulated in [56], 
"research questions from the secondary study address the 
quality of primary studies". Authors in [52] mention that a 
partial score is assigned if "the assessment is focused on 
answering the research questions posed in the primary paper". 
However, it is unclear how the quality assessment conducted as 
part of a secondary study, such as an SLR, contributes to 
answering questions in the primary paper. It is believed that 
there might be a mistake and that authors could be referring to 
the secondary paper instead. In addition, authors in [53] state 
that they assign a partial score if the quality assessment is 
conducted but not reported. However, it is unclear whether the 
quality assessment criteria or the results are reported or not. 
Authors in [47, 49], assign a partial score if the quality 
assessment is implicit. This entails various interpretations, 
including scenarios where predetermined criteria are not 
explicitly specified or a formalized process for assessment is 
lacking. 

Authors in [38, 41, 42, 48] assigned a full score when the 
quality criteria were explicitly defined, without specifying 
anything about the application. In [38, 41, 42], a partial score 
was assigned when the quality criteria were assessed but not 
defined, whereas in [48], a partial score was assigned when the 
research questions involved quality issues addressed by the 
study. In [30], a full score was given when assessing quality 
without specifying anything about reporting quality criteria, 
while a partial score was given when only the study design was 
extracted but not assessed. In [55], the criteria for assigning full 
scores appear ambiguous, as the study simply stated that "the 
use of quality criteria is reported". A partial score was assigned 
if the research question mentioned quality aspects. 

A score of 0 has been assigned in certain studies under the 
following circumstances related to quality assessment. In [38, 
41, 42, 49, 53, 56], a score of 0 is assigned when there is no 
quality assessment. Furthermore, in [14, 28, 30, 32, 36, 40, 45, 
46, 50-52, 54, 59], a score of 0 is assigned when there is no 
explicit quality assessment. The former condition implies a 
complete absence of quality assessment, while the latter 
suggests the presence of an assessment lacking transparency or 
specificity in terms of criteria, methods, or procedures. 
However, in the latter case, the distinction between assigning a 
partial score and no score becomes less clear, particularly 
concerning whether quality issues are addressed in the research 
questions and the absence of explicit quality assessment. 
Clarifying this difference is essential for a precise evaluation. 
Some studies, apart from lacking explicit quality assessment, 
include conditions in which quality data are extracted but not 
used [10, 33, 34, 37, 43, 44], defined but not used [35, 16, 26], 
or insufficiently described [57]. A score of 0 is assigned in 
[48], when there are no explicit quality criteria, and in [47], 
when no quality assessment criteria are defined or used. 
Additionally, authors in [39] follow a similar trend, assigning a 
score of 0 when there is an absence of a study quality 
assessment strategy, which it is believed that covers the 
absence of quality assessment criteria. 

 

 



Engineering, Technology & Applied Science Research Vol. 15, No. 2, 2025, 21695-21708 21702  
 

www.etasr.com Kurdi & Allehyani: Current Practices in Quality Assessment of Systematic Reviews in Computing … 

 

TABLE III.  STUDIES EMPLOYING CUSTOM-MADE QUALITY INSTRUMENTS AND THE USED CRITERIA (RELATED TO RQ3) 

Ref Quality criteria 

[17] 

Is the publisher reputable?. 

What role has AI played in the review? E.g. primary technology under consideration, one of the two (or many) technologies considered. 

What type of review has been performed? 

Have the number and quality of primary studies been reported? 

How many online databases were searched? 

Are the years covered in the review known? 

Have specific SLR guidelines been reported to be followed in the review? 

Have the search strings been reported and how detailed they are in describing the AI? 

Has the data analysis method been described? 

Have the research questions been clearly defined? 

[19] 

RQ: Denotes whether the study mentions and answers the RQ or not. 

RQ Quality: Represents the quality of the RQ research in the secondary study. 

Future Prospects: A study that mentions the scope of future prospects or gives directions to contribute further to the area. 

Statistical Test: If statistical tests used in the area by different researchers were present in the secondary study. 

Tools available: If the tools used in the area of TCS&P were mentioned in the study. 

Detailed Analysis: A study that provided a detailed and in-depth analysis of the research work accomplished in the area of TCS&P. 

Novel Contribution: The study made a novel contribution in the analysis of the research conducted in TCS&P. 

[22] 

Does the selected study focus on the communication and coordination challenges or issues faced during the Requirements Change 

Management (RCM) stage? 

Does the selected study present any framework or model to overcome the communication and coordination challenges during RCM in 

Global Software Development (GSD) 

Does the selected study focus on GSD or distributed development context? 

[23] 

Are the experiences or findings drawn after actually conducting an SLR? 

Is the SLR from which the findings are drawn, sufficiently described to create the context and understanding for experience or findings? 

Are the experiences of other researchers consulted while describing their own? 

Are the experiences or findings linked clearly to one of the phases of SLR? 

[24] 

Do the research methods address the research questions? 

Does the study focus on code smells? 

Does the study discuss approaches, tools, and targeted domains? 

Are the data related to the topic? 

Are the results relevant to the research questions? 

[25] 

Does the SLR state how QA was performed? 

Does the SLR follow any QA instrument? 

Does the SLR state the purpose of performing QA? 

Does the SLR state what aspects were considered in QA? 

Does the SLR present the results of QA? 

 

5) Interpretation of the Quality Criteria related to the 
Information provided about Each Primary Study 

When assessing the information provided about the primary 
studies, attaining full scores in [14, 16, 26, 28, 32, 34-36, 39, 
40, 45-47, 49, 50, 52, 53, 55, 56, 59] requires having 
information about each of the reviewed studies. While most 
studies use the terms "information" or "data" alone, some add 
adjectives and phrasing, such as "clear description of 
information", "complete information", "detailed information", 
or "relevant data" to convey the same meaning. Authors in [48] 
precisely outline the specific information required. Partial 
scores are assigned in 19 studies when only summary 
information about the primary studies is provided. It is 
important to note that in one study, the phrase "abstract level 
information" is used, which it is presumed that holds the same 
meaning as "summary information". Authors in [55] diverge in 
assigning a partial score based on the criterion of "human 
factors being grouped for analysis", specifically concerning the 
study’s topic. Furthermore, in [10, 33, 37, 38, 41-44, 51, 57, 
60], obtaining full scores requires detailed information about 
each paper, allowing individual papers to be traced back from 
data summaries. In other words, when papers are categorized, it 
should be possible to identify which individual studies belong 
to each category. This inference is drawn from the condition 
used in 7 studies for assigning partial scores, indicating that 

only summary information is presented, and while papers are 
grouped into categories, linking individual studies to these 
categories is not possible. The remaining 3 studies assign 
partial scores when presenting summary information. 

A score of 0 is assigned when the results or information 
about primary studies are not specified. Some authors further 
elaborate that this means that individual studies are not being 
cited. Other studies use different expressions, such as 
"information presented is not referenced", "primary studies are 
not detailed", and "outcomes of specific studies are not 
quantified". However, it remains unclear how this is 
distinguished from presenting only summary information, 
which is the basis for assigning a partial score. Notably, in [48, 
51], a 0 score is explicitly assigned when "results on individual 
studies are neither specified nor summarized", and there is "no 
information (specific or generalized) about the included 
sources". In [30], a full score is achieved by providing a 
reference to each study, which appears synonymous with the 
ability to trace back individual studies. A partial score is 
granted when only the number of studies is provided, whereas a 
score of 0 is assigned if even the number is not provided. 
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IV. DISCUSSION 

A. Basic Information 

The emphasis on software engineering is driven by 
historical factors, as SLRs in computing were initially 
introduced within software engineering. SLR rapid adoption 
and popularity occurred swiftly in this field, resulting in a 
substantial volume of systematic review studies. Consequently, 
this facilitates the conduct of tertiary studies within this specific 
field of computing. 

B. Current Instruments 

A widespread acceptance of the DARE framework for 
evaluating quality was observed. Two factors underlie the 
popularity of DARE over other quality instruments. Firstly, it 
consists of fewer items compared to alternative instruments 
such as PRISMA, which has 27 items, and AMSTAR, which 
has 11 items [61]. Therefore, it is assumed that DARE is 
perceived as easier and less time-consuming to apply. The 
second factor contributing to DARE's popularity is its adoption 
by Kitchenham et al. in two seminal tertiary studies [10, 14]. 
The widespread adoption of DARE in subsequent studies may 
be attributed to the influence of Kitchenham, a key figure 
renowned for introducing SLRs in software engineering and 
providing guidelines for their conduction [62]. As of June 12, 
2024, this work has received 12,439 citations according to 
Google Scholar. 

Despite its widespread use, it is essential to acknowledge 
the recognized limitations of the DARE framework. Its 
simplicity results in gaps in covering various quality issues and 
various phases of SLRs. For instance, it does not include an 
assessment of threats to validity, which is expected to be 
discussed in secondary studies [12]. Another limitation is that it 
focuses merely on determining whether specific activities 
within SLRs have been performed, rather than assessing the 
quality or effectiveness of their execution [50]. Even when 
studies incorporate the refinements described in [14], with 
certain criteria rephrased to emphasize rigor and go beyond 
mere reporting, these refinements are not adequately accounted 
for in the interpretation. For instance, whether the question is 
phrased as "were inclusion/exclusion criteria reported?" or "are 
the review's inclusion and exclusion criteria described and 
appropriate?", the interpretations remain largely consistent. 

C. Modification of Quality Instruments 

The aforementioned limitations have prompted some 
studies to customize the discussed framework, addressing 
missing aspects or adapting it to their specific contexts [12]. 
However, the modifications to DARE were minimal, with only 
six studies having introduced changes by adding new criteria. 
This further supports this study’s claim that its popularity is 
attributable to its simplicity. The present work supports the 
proposal made in [12] regarding the development of a 
comprehensive framework that encompasses all SLR phases 
while providing authors with the flexibility to customize it by 
excluding criteria that do not apply to their study. This 
approach minimizes the need for authors to independently 
extend the framework, thereby fostering consistency. As 
proposed in [12], one could start with DARE and incorporate 
any missing elements. Additionally, other available 

frameworks should be evaluated and combined to cover all 
phases and issues of SLRs. 

D. Interpretation of Quality Instruments 

The performed analysis of interpretations reveals variations 
in the conditions used by the studies to assign scores for each 
DARE criterion. A common limitation among them is the lack 
of traceability linking the proposed interpretations with the 
evidence or best practices that motivated them [2]. It is 
proposed that authors provide examples and justify any 
changes made, as this practice ensures a clearer understanding 
of the limitations associated with the existing interpretations. 
This includes offering explicit instructions on applying the 
criteria, interpreting the results, and addressing any ambiguities 
that may arise. Authors should also highlight the difficulties 
faced during the assessment, as this can contribute to the 
refinement of the framework or interpretations. A lack of 
measurable metrics in the interpretation is also observed. It is 
crucial to operationalize phrases, such as "all journals 
addressing the topic of interest", "restricted set of journals", 
"extremely restricted set of journals", and "reputable database". 
Operationalizing the scoring process is crucial to ensure 
consistency, reliability, and comparability across diverse 
studies. The first step in this direction involves, for example, 
providing definitions for what constitutes a "reputable 
database" in each study. These definitions should be then 
collaboratively combined based on studies within the same 
topics or areas. 

The following sections explore whether and how the 
common interpretations identified in this analysis could be 
automated, to reduce subjectivity and enhance the 
reproducibility of assessments. 

1) Interpretation of the Quality Criteria related to 
Inclusion/Exclusion Criteria 

Automation is feasible for certain aspects of the assessment 
of inclusion and exclusion criteria in SLRs. Text Mining (TM) 
techniques could identify whether inclusion or exclusion 
criteria are explicitly stated by scanning for keywords, section 
headings, or specific structural markers that outline these 
criteria. Detecting implicit criteria is far more challenging, as it 
requires a contextual understanding. Implicit criteria may 
include participant characteristics (e.g., age, gender) or 
methodological constraints (e.g., sample size, time frame) that 
are not explicitly stated as inclusion or exclusion criteria but 
can be inferred from the research question or title. Named 
Entity Recognition (NER) models can identify these key 
entities, enabling the detection of implicit criteria. Assessing 
the appropriateness of criteria is also challenging, as it is highly 
context-dependent and often subjective, relying on domain 
knowledge and an understanding of the research objectives. 
However, automated assessments could focus on identifying 
justifications, especially for inclusion and exclusion criteria, to 
flag instances where criteria may lack sufficient rationale. This 
would provide a basis for partial automation, highlighting areas 
that need further human review. 
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2) Interpretation of the Quality Criteria related to the 
Adequacy of the Search 

Based on the analysis of interpretations related to the 
quality criteria for search adequacy, automation seems to be a 
viable option for evaluating the adequacy of the search 
strategies in SLRs. TM techniques can be leveraged to detect 
descriptions of search strategies within the SLR method 
sections. Since score assignment often depends on the number 
of search strategies and the use of specific strategies, 
automation could potentially manage these aspects.  

Authors in [63] have already explored automation 
techniques for identifying and extracting information about the 
referenced databases in the considered studies. Building on this 
work, automated systems could be further developed to not 
only detect which databases are used in SLRs, but also to 
assess their appropriateness in relation to the specific research 
field. While the assessment of search adequacy typically 
focuses on the number of databases referenced in a review, 
automation could go beyond this by evaluating whether the 
selected databases are appropriate for the research topic. For 
instance, an automated system could cross-reference the 
databases used in a given review with a curated list of 
commonly accepted or highly relevant databases in the field. In 
health-related research, for example, databases like PubMed or 
the Cochrane Library are often considered central to the field, 
whereas in engineering, databases such as IEEE Xplore or 
Compendex are highly relevant. This could help identify 
potential gaps in the review's search strategy, such as 
overlooking important field-specific databases. Additionally, it 
is possible to operationalize and assess the concept of "all 
relevant journals" within a given subject area. By using citation 
analysis and bibliometric methods, it is possible to compile a 
list of journals that are considered highly relevant to the study 
area. These journals could then serve as a benchmark for 
assessing the fulfillment of the criterion of "identifying and 
searching all relevant journals on the subject of interest". This 
is performed by checking whether these journals are adequately 
represented in reviews within the same subject area. 

3) Interpretation of the Quality Criteria related to the 
Synthesis Method 

Evaluating the quality criteria associated with the synthesis 
methods used in SLRs can be automated. In the most common 
scenario, where a full score is awarded when the synthesis 
method is named and referenced, TM can extract the mentions 
of the synthesis method from the text. Existing research, such 
as [64], has explored the use of TM techniques to extract 
methodological information. These methods can be adapted to 
specifically identify the synthesis method employed in SLRs. 
TM can then search for citation formats (e.g. "(Author, Year)" 
or "Author [Year]") and verify whether these references 
correspond to the specified synthesis method. 

4) Interpretation of the Quality Criteria related to the 
Quality/Validity 

The identification of quality criteria in SLRs is increasingly 
achievable through a combination of TM and Machine 
Learning (ML) techniques. TM can extract quality criteria by 
using specific keywords, phrases, and contextual clues. Key 

quality criteria typically include sample size, methodological 
rigor, statistical significance, bias, ethical considerations, and 
replication or reproducibility. By applying ML models, 
sentences or paragraphs within SLRs can be automatically 
classified according to their relevance to these criteria. These 
models can be trained to differentiate between various aspects 
of research quality, such as identifying whether passages 
pertain to methodological descriptions or report on the 
outcomes of quality assessments. The process of assessing 
whether a research question addresses quality or validity issues 
can also be automated. This begins with extracting research 
questions from the text and classifying them based on the 
identification of relevant keywords or phrases that signal 
concerns related to quality or validity, using classification 
techniques [113]. By analyzing these indicators, the system can 
determine whether a question is related to issues, such as 
methodological rigor, reliability, potential biases, or other 
quality aspects. 

5) Interpretation of the Quality Criteria related to the 
Information provided about Each Primary Study 

Assessing whether the necessary information is available 
for each reviewed study can be challenging, but it is achievable 
through the application of TM techniques. The first step in 
automating this process is to identify the specific data elements 
that have been extracted, which are typically outlined in the 
review methodology section. Once the target data elements are 
defined, the system should then check whether all required data 
elements (as defined in the review methodology) are present 
for each study. Common data elements might include study 
design and methodology, sample size, participant 
demographics, and primary outcomes or results. Although 
some information might be directly described in the text body, 
other data may appear in supplementary formats, like tables, 
figures, or appendices. An automated system should account 
for extracting data from these different sources. Additionally, 
the system should validate the completeness of the data by 
checking whether all required elements are available for every 
study. If any data points are missing or incomplete, the system 
can flag these studies for further review. 

Automatically recognizing whether only summary 
information (e.g., aggregated or generalized data) is present can 
be achieved using ML models. These models can be trained to 
distinguish between summary data, which typically include 
high-level overviews, trends, or aggregated results, and detailed 
data, which contain specific, precise values, such as numerical 
figures or other empirical findings. By analyzing patterns in the 
text language and structure, ML models can identify the 
presence of detailed data and flag sections that contain only 
summaries, helping to automate the assessment of these quality 
criteria. 

V. CONCLUSION 

One of the primary motivations driving this study was to 
gain a deeper understanding of the quality assessment practices 
specifically applied to the evaluation of Systematic Literature 
Reviews (SLRs) in computing, laying the groundwork for 
automation. The study addresses key questions about the 
current instruments, their usage, modification, and how 
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researchers interpret the quality criteria. It contributes by 
highlighting issues related to diverse interpretations and 
potential inconsistencies in the application of quality 
instruments and by providing actionable recommendations for 
automating the quality assessment process, thus contributing to 
the ongoing efforts to enhance SLR quality assessment. 

To facilitate the transition to automation, several steps have 
been proposed including the development of a comprehensive 
quality framework, building on DARE and other existing 
frameworks, the refinement and operationalization of the 
scoring process (by defining measurable versions), and the 
application of Text Mining (TM) and Machine Learning (ML) 
techniques to automate the scoring of quality criteria. 

Future research should focus on developing automated tools 
that support researchers in applying quality assessment 
frameworks to their reviews or evaluating other reviews. This 
could enable the research community to adopt standardized 
practices for SLRs more easily. It is essential to combine 
automation with human oversight in these tools, as although 
automation can handle tasks such as data extraction and 
preliminary analysis, human reviewers should provide the final 
judgments.  

Finally, it is believed that automating quality assessment 
will serve as a cornerstone in elevating the overall process 
quality. Automation will reduce manual effort and enable the 
use of more comprehensive tools, creating universal rules that 
minimize inconsistencies in study interpretations. However, 
while automation can support the quality assessment process, it 
cannot completely replace human judgment. The most effective 
approach will likely involve a hybrid system, where automation 
handles data extraction and analysis, while human reviewers 
focus on higher-level decision-making. 

DATA AVAILABILITY 

The complete extracted data are available at: 

https://docs.google.com/document/d/1gr0e49aLJctSDEWD
vaymRTWpS-8fIay6BK6Cy_4-vHQ/edit?usp=sharing. 
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