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ABSTRACT 

Wireless Sensor Networks (WSNs) have modernized healthcare, providing vital sign collection and real-

time patient monitoring. Healthcare WSNs are vulnerable to cyberattacks, such as false data injection, 

sensor manipulation, and data eavesdropping, which can disrupt monitoring and endanger patient lives. 

Traditional Intrusion Detection Systems (IDSs) based on static signatures struggle with evolving threats. 

Deep Learning (DL)-based IDSs, combined with Feature Selection (FS), offer a more adaptive and effective 

solution, improving attack detection and protecting patient data. This work presents an innovative Pigeon-

Inspired Optimizer-based Feature Selection with Deep Learning-based Attack Detection and Classification 

(PIOFS-DLADC) method, which focuses on creating an optimal DL framework for attack detection and 

classification in healthcare WSNs. Initially, patient health data (actual input data) undergo preprocessing 

using the one-hot encoding system. Then, the PIOFS method selects key features from sensor data streams, 

reducing dimensionality and improving model efficiency. Furthermore, an attention-based Bidirectional 

Gated Recurrent Unit (BiGRU) method captures long-term dependencies and prioritizes features for 

accurate attack classification. The Coati Optimization Algorithm (COA) is employed to tune the 

hyperparameters of the DL models. The model efficiently explores the hyperparameter space, optimizing 

the performance for attack detection and classification. Validated on a healthcare WSN dataset, the 

PIOFS-DLADC model demonstrated an accuracy of 96.78%, which is superior to existing approaches. 

Keywords-wireless sensor networks; feature selection; coati optimization algorithm; attack detection; deep 

learning 

I. INTRODUCTION  

WSNs use distributed sensors to monitor environmental 
factors such as temperature, humidity, and pollution [1]. 
However, they are vulnerable to selective forward attacks, 
where data is lost during transmission, reducing network 
efficiency and compromising data integrity [2]. WSNs in 
healthcare face challenges such as high packet loss due to 
unstable communication, requiring the distinction between 
malicious and regular losses [3-4]. Healthcare WSNs, which 
use wearable biosensors for patient monitoring, must address 
issues such as self-management, privacy, and routing [5]. 
Security concerns in these networks arise from the open 
wireless medium, dynamic topologies, and limited Sensor 

Node (SN) resources, with threats that affect data integrity [6]. 
As these systems handle sensitive patient data, security threats, 
such as man-in-the-middle, eavesdropping, and Denial-of-
Service (DoS) attacks, threaten privacy and data integrity [7]. 
Additionally, advanced attackers target sensitive medical data, 
stressing the need for robust privacy preservation [8-9]. 
Emerging technologies such as Blockchain (BC), edge 
computing, and Machine Learning (ML) improve efficiency 
but leave systems vulnerable to malware [10]. 

In [11], an Exponential Polynomial Kernel-based Deep 
Neural Network (EPK-DNN) model was proposed. The Linear 
Scaling-based BAT optimizer (LS-BAT) selects and trains the 
features, while the WSN network is initialized using the 
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Damerau-Levenshtein-based K-means method. The cluster 
head was later elected using the rock hyraxes SO technique for 
sensor data collection. In [12], a hybrid DL mechanism was 
introduced, employing CNN and LSTM. After preprocessing, 
the Modified Huber Independent Component Analysis-based 
Squirrel Search Algorithm (MHICA-SSA) minimizes the data 
dimensionality, and then the DL-CNN-LSTM method is 
employed for attack detection. In [13], a DoS IDS was 
proposed, called STLGBM-DDS, which is an ensemble model 
utilizing Apache Spark, LightGBM-ML, and data balancing 
techniques such as Tomek-Links and SMOTE, along with FS 
through the Information Gain Ratio. In [14], an Optimized 
Hybrid DNN (OHDNN) was proposed, integrating CNN and 
LSTM, with FS based on enhanced conditional random fields 
and parameter optimization through adaptive golden eagle 
optimization. In [15], an enhanced DL model was proposed, 
where the extracted features were sent to a Deep Belief 
Network (DBN) model, with a hybrid mechanism called Local 
Leader Phase-based GOA (LLP-GOA). 

In [16], a Deep Transfer Learning (DTL) technique was 
introduced, using a pre-trained CNN, with the final CNN 
output integrated through ensemble learning. In [17], a method 
was proposed using the adaptive Taylor-SFO technique. 
Routing was carried out using adaptive Taylor-SFO to choose 
the optimal route based on fitness, followed by attack detection 
with Deep Stacked-AE (DSAE). The network classifier was 
then tuned using Adaptive Taylor-SFO. In [18], a robust 
DCNN-based model was designed using a CUDA-based 
Nvidia-Quad GPU for parallel processing, comprising three 
subsystems: traffic classification, feature engineering, and 
feature learning. In [19], a DL-based IDS was proposed, using 
the Self-Improved Sea Lion Optimizer (SI-SLnO) for optimal 
weight adjustment. The method calculates trust using a 
multidimensional two-tier hierarchical mechanism. In [20], a 
robust IDS was developed using advanced DL techniques to 
detect and mitigate cybersecurity threats in IoMT. The study in 
[21] aimed to improve patient monitoring and healthcare 
quality using DL-based CNNs in cyber-physical healthcare 
systems. In [22], an Optimized Memory Augmented Graph 
Neural Network-based DoS Attacks Detection in WSN (DoS-
AD-MAGNN-WSN) model was proposed, utilizing 
preprocessing with an adaptive filter, and feature extraction 
through nested patch-based methods. In [23], a hybrid Artificial 
Neural Network - Grasshopper Optimization Algorithm (ANN-
GOA) method was proposed for anomaly detection in WSN. 

The limitations of these studies include reliance on single 
datasets, limiting generalizability, and focusing on accuracy 
without considering real-time constraints such as computational 
power and network stability. Moreover, many models lack 
scalability in large-scale dynamic environments. Future work 
could address these gaps by using diverse datasets, optimizing 
for real-time performance, and improving scalability. 

This work presents an innovative Pigeon-Inspired 
Optimizer-based Feature Selection with Deep Learning-based 
Attack Detection and Classification (PIOFS-DLADC) method 

for healthcare WSNs. Initially, patient health data (actual input 
data) undergo preprocessing using a one-hot encoding system. 
Then, the PIOFS method selects key features from sensor data 
streams, reducing dimensionality and improving model 
efficiency. Furthermore, an attention-based Bidirectional Gated 
Recurrent Unit (BiGRU) method captures long-term 
dependencies and prioritizes features for accurate attack 
classification. The Coati Optimization Algorithm (COA) is 
employed for hyperparameter tuning of the DL models. The 
model efficiently explores the hyperparameter space, 
optimizing the performance for attack detection and 
classification. This method was validated using a healthcare 
WSN dataset. The key contributions of the PIOFS-DLADC 
model are listed below. 

 The PIOFS-DLADC model employs one-hot encoding for 
sensor data preprocessing, ensuring accurate input 
representation, while FS is performed using the PIO model 
to detect relevant features, improving both model efficiency 
and accuracy. 

 The attention-based BiGRU model captures long-term 
dependencies in the data while dynamically assigning 
diverse levels of significance to features, improving the 
capability of the model to classify intrinsic patterns. 

 The COA is employed for hyperparameter optimization, 
fine-tuning the model to improve performance, adaptability, 
and accuracy in detecting complex patterns in the data. 

 The novelty of the PIOFS-DLADC model is its integration 
of advanced FS, attention-based BiGRU, and 
hyperparameter tuning techniques, creating a robust and 
effective framework for attack detection in healthcare 
WSNs. 

II. THE PROPOSED MODEL 

The main objective of this study was to design an optimum 
DL framework for attack detection and classification in 
healthcare WSNs, combining FS, attention-based DL, and 
hyperparameter tuning for improved security. Figure 1 shows 
the entire flow of the PIOFS-DLADC model. 

A. Preprocessing 

At the primary level, the PIOFS-DLADC technique utilizes 
a one-hot encoding method for preprocessing [24]. One-hot 
encoding has become a popular preprocessing method 
employed in ML, mainly for dealing with categorical data. 
When utilized for categorical variables, it converts them into 
binary matrix formats, generating the appropriate input into 
ML methods that need numerical input. In the setting of one-
hot encoding, every type is characterized by a unique binary 
code, and one bit refers to "hot" (set to 1) for specific 
categories but all others are set to 0. This approach removes the 
issues related to employing ordinal numbers for categorical 
variables, in which numerical representation may inaccurately 
denote a particular ordinal relationship among the categories. 
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Fig. 1.  The overall flow of the PIOFS-DLADC approach. 

B. Feature Selection (FS) Process 

The PIOFS technique [25] was employed for the FS 
process. PIO is a swarm intelligence optimization method that 
replicates pigeons' navigation with two key functions: the 
Compass and Map operator, using a mental map and magnetic 
cues, and the Landmark operator, where pigeons rely on 
landmarks to reach their target. The population is split into two 
groups, one following the current path and the other exploring 
new routes. 

In the first stage, parameters for the PIO system are set, 
including the compass operator �, solution space, initial pigeon 
positions, population size, and iteration count. At each iteration �, the ML method is trained and evaluated based on fitness. 
The positions �����  and velocities �����  of the pigeons are 
updated according to: 

����� = ���� − 1� + �����   (1) 

����� = ���� − 1������ ∙ ���� ��� − ���� − 1�� (2) 

where ������ represents a random number, � is the map factor 

between 0 and 1, and �� is the optimal position of the pigeon 

flock at time �, determined by the highest fitness value. After a 
set number of rounds, ��  is updated using the landmark 
operator to continue the iterative process. Pigeons are ranked 
based on their fitness values, with ������������ representing 
the number of pigeons at iteration � (3). Pigeons farther from 
the target are rejected, while those closer move faster. � ��� 
denotes the midpoint of the remaining pigeons, as defined in 
(4). 

������������ = !"#$%&#'(��)�
*     (3) 

� ��� = ∑ -.���∙/���0112-.���3
!4#$%&#'(���∙/���0112-.���3  (4) 

In the PIOFS method, ������������ represents the reduced 

population at iteration � , and 56���772�����3  denotes the 

objective function value for the pigeon's location. The new 
location is updated according to (5), where pigeons adjust their 

positions based on the best midpoint each iteration, allowing 
for quick convergence to the optimal solution. The Fitness 
Function (FF), as defined in (10), balances FS (minimized) and 
classification accuracy (maximized). 

���� + 1� = ����� + ����2� �� + 1� − �����3 (5) 

���� + 1� = ����� ∙ ����� ∙ ����2� ��� − �����3 (6) 

86���77 = 9:��;� + < |�|
|>|   (7) 

where |?| denotes the total number of features, |�| is the size 
of the selected subset, :��;� indicates the classification error 
rate, and 9 and < are factors representing classification quality 
and subset length, where 9 ∈ [1,0] and < = 1 − 9. 

C. Classification Using Attention-based BiGRU Model 

At this stage, the attention-based BiGRU model is used for 
classification [26]. This model was chosen for its ability to 
capture both forward and backward dependencies while 
focusing on relevant features, providing enhanced classification 
performance than other models. RNNs are designed for 
sequence data processing but encounter challenges such as 
gradient vanishing, which gated architectures such as LSTM 
and GRU address. LSTM, introduced in 1997, manages long-
term dependencies with memory units, while GRU, developed 
in 2014, simplifies LSTM by integrating input and forget gates. 
A BiGRU-based encoder-decoder model with a feature 
attention layer efficiently captures data trends by focusing on 
relevant features and refining inputs based on prior data. 

Unidirectional log data, which is not ideal for target data 
prediction, is processed using the FAtt layer and split into 
forward E�FFFF⃑  and backward E�F⃐FFF  depth data. The bi-directional 
Hidden Layers (HLs) are obtained by training a self-

determined GRU model for each direction. The forward ℎ�FFFF⃑  and 

backward ℎ�F⃐FFF HLs of the same depth are merged into ℎ� as the 
decoder input. The decoder includes a GRU network layer and 
a Deep Attention mechanism (DAtt) layer. The DAtt layer 
applies a global attention model to capture detailed historical 
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and current depth data in the log. It considers the encoder 

output �Jℎ�}�L)M � as input and combines it with the feedback 
data �N�)�  from the GRU model to measure depth-related 
information �O��. 

D. COA-based Hyperparameter Tuning 

Finally, the COA optimally adjusts the hyperparameter 
values of the attention-based BiGRU approach [27]. This 
model was chosen for hyperparameter tuning due to its 
effective search space exploration and its ability to optimize 
model performance effectively. Coatis, or coatimundis, are 
small mammals of the Procyonidae family, known for their 
slender head, flexible nose, and long balancing tail. The COA 
mimics their natural behaviors for optimization. The COA is a 
population-based meta-heuristic method where coatis represent 
candidate solutions. The position of each coati, �� , is initialized 
randomly in the search space using 

��: Q�,R = STR + � ⋅ 2VTR − STR3, 

    6 = 1,2, … , �,   Y = 1,2, … , Z,   (8) 

where STR  and VTR  are the lower and upper bounds of the Y�[ 

decision variable, and � is a random number between 0 and 1. 
The population matrix � is formed as: 

� =
⎣⎢
⎢⎢
⎡�)⋮��⋮�!⎦⎥

⎥⎥
⎤

=
⎣⎢
⎢⎢
⎡Q),) ⋯ Q),R ⋯ Q),�⋮ ⋱ ⋮ ⋰ ⋮Q�,) ⋯ Q�,R ⋯ Q�,f⋮ ⋰ ⋮ ⋱ ⋮Q!,) ⋯ Q!,R ⋯ Q!,f⎦⎥

⎥⎥
⎤

!×h

 (9) 

8 =
⎣⎢
⎢⎢
⎡
 
8)⋮8�⋮8!⎦⎥

⎥⎥
⎤

!×)

=
⎣⎢
⎢⎢
⎡8��)�  ⋮8����  ⋮8��!�⎦⎥

⎥⎥
⎤

!×)

   ,   (10) 

The performance of each coati is evaluated using the 
objective function 8, as defined in (10). 8 represents the vector 
of attained values, with 8�  depicting the function value for the 6�[ coati. The coati with the best objective function value is 
considered the optimal population member, and its 
performance is updated in each iteration. 

1) Exploration Stage 

The position of the optimum population member is 
considered the lizard's position. While some coatis climb the 
tree, others wait for the lizard to fall. The coati's position 
increase from the tree is modeled using: 

�� i): Q�,Ri) = Q�,R + � ⋅ 2jNV���R − j ⋅ E�,R3,   
5k� 6 = 1,2, . . . , m!

*n  ��� Y = 1,2, … , Z  (11) 

Afterward, the lizard falls to the ground from an arbitrary 
location within the search space. Based on this position, coatis 
move out of the search space, as inspired by (12) and (13): 

jNV���Ro = STR + � ⋅ 2VTR − STR3, Y = 1,2, … , Z (12) 

��i)j: E�,Ri) = pE�,R + � ⋅ 2INV���Ro − j ⋅ E�,R3 ,   8r�s���t < 8� ,
E�,R + � ⋅ 2E�,R − jNV���Ro3,    �S7�,   

for 6 = m!
*n + 1, m!

*n + 2, …, � and Y = 1,2, …, Z (13) 

A new position is calculated for each coati if it improves 
the objective value. If not, the coati remains in its previous 
position. The update is performed for 6 = 1,2, … , �, as defined 
in: 

�� = v��i), 8�i) < 8� ,�� , �S7�.     (14) 

Let ��i)  represent the new position of the 6�[  coati, with Q�,Ri) as its Y�[  dimension and 8�i) as its objective value. � is a 

random number between 0 and 1, and jNV��� denotes the best 
position in the search space. j  is a randomly chosen integer 
from J1, 2} , and jNV���o  represents the lizard's ground 
position, with ⌊⋅⌋ denoting the floor function. 

2) Exploitation Stage 

In the secondary stage, coatis move to a safer position near 
their current location, simulating predator escape behavior and 
showcasing COA's exploitation ability. This is achieved by 
placing coatis near their current positions based on: 

STR�y �� = �z{
� , VTR�y �� = sz{

� , |ℎ��� � = 1,2, . . . , } (15) 

��i*: Q�,Ri* = Q�,R + �1 − 2�� ⋅ �STR�y �� + � ⋅ 2VTR�y �� −
     STR�y ��3�     (16) 

6 = 1,2, . . . , �, Y = 1,2, . . . , Z,  
The recently commutated position is suitable once it 

enhances the value of the main function that this condition 
emulates utilizing: 

�� = v��i*, 65 8�i* < 8� ,�� ,  �S7�,    (17) 

where ��i*  represents the new position of the 6�[  coati in the 

secondary COA phase, with Q�,Ri* as its Y�[  dimension and 8�i* 

as its objective function value. Here, � is a random number, � is 

the iteration counter, and ST�y ��  and VT�y ��  are the local 

bounds for the Y�[  variable, while STR  and VTR  are the global 

bounds. 

The COA method calculates an FF to improve classification 
effectiveness, using a positive integer to indicate the efficiency 
of candidate solutions. The FF is determined by minimizing the 
classification error rate by: 

56���77�E�� = ?S�77656��~��k������E�� =  

    !y.y/ ��1 ��11�/�0� ��1��� 01
�y��� !y.y/ ��1��� 01 × 100  (18) 

III. EXPERIMENTAL VALIDATION 

The experimental analysis of the PIOFS-DLADC approach 
is determined by employing the WSN-DS database [28], which 
holds five classes and 18 features as represented in Table I. The 
PIOFS technique chose a set of 8 features (Is_CH, 
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Dist_To_CH, ADV_S, JOIN_S, SCH_S, Rank, DATA_S, 
Data_Sent_To_BS, Expaned Energy). The proposed technique 
was simulated using Python 3.6.5 on a PC with i5-8600k, 
250GB SSD, GeForce 1050Ti 4GB, 16GB RAM, and 1TB 
HDD. The parameter settings were: learning rate: 0.01, 
activation: ReLU, epoch count: 50, dropout: 0.5, and batch 
size: 5. 

TABLE I.  DATASET DETAILS 

Label Class Actual instances Experiment 

C1 Normal 340066 3000 

C2 Blackhole 10049 3000 

C3 Grayhole 14596 3000 

C4 Flooding 3312 3000 

C5 Scheduling Attacks 6638 3000 

Total no. of instances 374661 15000 

 
Table II presents a comprehensive comparison analysis of 

the PIOFS-DLADC method using �OOV� , 7��7� , 7��O� , and 81 y�0  [29]. Models such as KNN with 96.40% �OOV� , 

AdaBoost with 96.30%, and CNN+RNN with 96.14% 
performed well, while the PIOFS-DLADC model 
outperformed all models with an �OOV� of 96.78%, 7��7�  of 

93.35%, 7��O� of 92.02%, and an 81 y�0 of 97.98%. 

TABLE II.  COMPARISON OF THE PIOFS-DLADC 
APPROACH WITH OTHER METHODS [29, 30] 

Methods ����� ����� ����� ������ 

RNN 96.50 76.89 86.20 87.52 

CNN+RNN 96.14 91.17 91.20 91.69 

AdaBoost 96.30 92.96 91.47 91.09 

GB Model 94.23 91.95 89.55 92.43 

XGBoost 95.91 92.75 90.14 90.70 

KNN 96.40 92.99 91.20 90.79 

KNN-PSO 96.47 92.01 91.21 92.59 

PIOFS-DLADC 96.78 93.35 92.02 97.98 

 

IV. CONCLUSION 

This study introduced an innovative PIOFS-DLADC 
method for healthcare WSNs. Initially, the patient health data 
are preprocessed using one-hot encoding. The PIOFS method 
selects the most informative features from the sensor data, 
reducing dimensionality. An attention-based BiGRU captures 
long-term dependencies and assigns importance to features for 
accurate attack classification. Finally, the COA fine-tunes the 
model's hyperparameters, optimizing performance for attack 
detection and classification. The PIOFS-DLADC model was 
examined on the WSN-DS dataset. The performance validation 
of the PIOFS-DLADC model portrayed a superior accuracy of 
96.78% over existing approaches. The limitations of the 
PIOFS-DLADC model include reliance on a single dataset and 
real-time system constraints. Future work could expand the 
dataset, integrate it with real-time systems, and incorporate 
multimodal data for better accuracy and scalability. 
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