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ABSTRACT 

The information extraction process from a given context can be time consuming and a Pre-trained 

Language Model (PLM) based on the transformer architecture could reduce the time needed to obtain the 

information. Moreover, PLM is easily fine-tuned to accomplish certain tasks, one of which is the Question-

Answering (QA) task. In literature, QA tasks are generally fine-tuned using encoder-based PLMs, such as 

the Bidirectional Encoder Representations from Transformers (BERT), where the generated answers come 

from the extraction process of the context. In order to be able to return more abstract answers, a PLM 

with Natural Language Generation (NLG) capability, such as the Bidirectional and Auto-Regressive 

Transformer (BART), is needed. In this study, we aim to fine-tune the NLG PLM using BART to build a 

more abstractive generative QA task. Based on the experimental results, the fine-tuned BART model 

performs well with an 85.84 F1 score and a 59.42 Exact Match (EM) score. 

Keywords-BART; BERT; NLG; PLM; QA task  

I. INTRODUCTION  

In the last few decades, the use of Web technology to store 
data and make them available to the public has increased. This 
use is also supported by information storage technologies 
which are bigger and cheaper. However, due to the massive 
available data, the process of exploring and finding related 
information becomes a complex and expensive task and 
motivates the development of new research areas, such as the 
Question-Answering Systems (QASs) [1]. A QAS allows the 
user to ask questions and returns answers directly in a more 
Natural Language (NL) way rather than a set of relevant 
documents as commonly found in engine research.  

Recent works have shown that transformer-based language 
models that leverage self-attention mechanism can have a 
deeper sense of language context and flow by utilizing a novel 
technique named masked language modeling, which allows 
bidirectional training and is known for BERT (Bidirectional 
Encoder Representations from Transformers) [2]. This 
language model then can be fine-tuned for a wide variety of NL 
understanding tasks, such as question answering, classification, 
named entity recognition, etc. As a result, the BERT technique 
could achieve state-of-the-art results on a wide variety of 
challenging NL understanding tasks. Natural Language 
Processing (NLP) is divided into two components, one is 

known for NL understanding and the other is Natural Language 
Generation (NLG). 

Generally, an encoder-only model such as BERT which 
performs quite well on many NL understanding tasks is not 
very good on NLG tasks because it is not trained in a typical 
auto-regressive style in the first place. For a language model to 
generate NL, generative pre-training leverages what is known 
as transformer auto-regressive decoder-only architecture as it is 
pre-trained to predict the next word of the input sequence, 
hence the abbreviation is GPT (Generative Pre-trained 
Transformer). The model in [3] was pre-trained on 40 GB of 
text and resulted with 1.5 billion parameters as the largest 
version of it, which was able to achieve state-of-the-art results 
across many NLG tasks. In order to increase the applicability 
of a language model across more NL processing tasks, the 
language model requires both the encoder and decoder layers 
that reside in the architecture. BART (Bidirectional and Auto-
Regressive Transformer) is a pre-trained language model that 
leverages a bidirectional encoder from BERT and an auto-
regressive decoder from GPT research [4]. BART was pre-
trained with a text infilling and sentence shuffling approach as 
it highlights the best score compared to other several document 
corruption (adding noise) techniques [5]. Therefore, this 
research aims to fine-tune the BART pre-trained language 
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model for question-answering tasks using a typologically 
diverse question-answering dataset. 

In addition to using the BART model as a baseline model of 

QA tasks which has never been used in similar studies, we 

explored different hyperparameter settings and fine-tuned the 

BART model. The novelty of the current study is the 

acquisition of an accurate model for QA tasks in the 

Indonesian language. 

II. METHODS 

A. Transformer Model 

A language model that is based on transformer architecture 
generally composes encoder and decoder layers. The 
transformer architecture that was proposed in [6] consists of an 
array of six encoders that stack on top of each other and 
another array of six decoders. All the encoders have the same 
structure but do not share the same weights, whereas each of 
them is subdivided into two sub-layers which are a self-
attention layer and a feed-forward neural network. The self-
attention layer will first be fed with the input sequence, which 
allows the encoder to look at other words in the input sequence 
while encoding a certain word. The output of the layer will then 
be used as an input for the feed-forward neural network. Both 
those layers can be found in the decoder component. An 
attention layer that helps the decoder to focus on relevant 
components of the input sequence is also added to this 
component. As a result, the transformer architecture was able 
to break previous performance records for machine translation 
tasks. 

B. Bidirectional and Auto-Regressive Transformer (BART) 

The recently popular massively pre-trained language 
models like BERT (Bidirectional Encoder Representations 
from Transformers) are able to reach previous state-of-the-art 
Natural Language Understanding (NLU) tasks in a novel way 
by utilizing bidirectional autoencoders. They are pre-trained by 
masking some of the tokens as well as using next sentence 
prediction approach [2]. On the other side of the NL processing 
realm which is NLG, GPT is a decoder transformer architecture 
language model that is well known to achieve state-of-the-art 
performance by highly leveraging the novel auto-regressive 
decoder approach that reads context from left-to-right and is 
pre-trained on a very large corpus which results in a large 
number of parameters [3, 7]. Generally, the larger parameter 
count can achieve better results, but it also comes at the higher 
cost in training computation. Following those studies, BART 
(Bidirectional and Auto-Regressive Transformer) is based on 
encoder-decoder (seq2seq) transformer architecture that is 
proposed to combine BERT for encoding the noised source text 
and GPT for reconstructing the original text by predicting the 
masked tokens which achieved state-of-the-art result across 
various downstream NLG and comprehension tasks [5, 8, 9]. 

BART was pre-trained by using some document corruption 
techniques, such as token masking (a randomly sampled subset 
of the input sequence were masked with [MASK] tokens), 
token deletion (a randomly sampled subset of the input 
sequence was deleted, then the model inserted new token in 
their position), text infilling (several text spans - a group of 

contiguous tokens that vary in length - was drawn based on 
Poisson’s distribution and each span was replaced by a 
[MASK] token), sentence permutation (the input sequence was 
split based on periods or full stop punctuation (.) and the 
sentences were then shuffled), and document rotation (a single 
token was uniformly chosen at random and the document was 
then rotated around that token so that the document would 
begin with that specific token). The whole pre-training goal 
was for the model to be able to reconstruct the original text 
before being corrupted. BART is best trained using text 
infilling since it consistently performs well across a wide range 
of tasks. 

C. Typologically Diverse Question Answering (TyDi QA) 
Dataset 

TyDi QA (Typologically Diverse Question Answering) is a 
multilingual dataset that consists of around 200 thousand 
question-answer pairs in 11 typologically diverse languages, 
which are Bahasa Indonesia, Arabic, Bengali, Finnish, 
Japanese, Kiswahili, Korean, Russian, Telugu, Thai, and 
English [10]. The collection of linguistic properties that each 
language conveys the languages in TyDi QA is diverse, so the 
models are expected to perform well on this dataset to 
generalize to a wide number of languages throughout the 
world. A quantitative data quality study as well as example-
level qualitative linguistic assessments of language phenomena 
not seen in English-only corpora is also given. In order to 
eliminate priming effects and give a genuine information-
seeking task, questions are prepared by individuals who want to 
know the answer but do not know it yet, and data is gathered 
directly in each language without translation. 

III. RESULTS AND DISCUSSION 

The experiment first begun with loading and pre-processing 
the TyDi QA dataset from the HuggingFace library [11]. In this 
research, TyDi QA gold passage is used and is defined as the 
secondary task in the HuggingFace library. The pre-processing 
step consists of splitting the TyDi QA training set by 85% for 
training and the rest by 15% for validation. The TyDi QA 
validation set that has been provided directly from 
HuggingFace will be used for testing. As a result, there were a 
total of 4,847 question-answer pairs for the training set, 855 for 
the validation set, and 565 for the testing set. Every question-
answer pair will also include its passage or context for question 
answering. After splitting the dataset, the BART pre-trained 
language model was loaded from the HuggingFace library 
along with its tokenizer to encode and decode the input 
sequence based on its available vocabulary. The fine-tuning 
phase consists of the definition of the PyTorch dataloader to 
load the data for every defined batch size. It also consists of 
hyperparameter tuning using a grid search method to locate the 
best hyperparameter configuration for the model training or 
fitting. Model evaluation was conducted with the use of F1 
score, exact match, and other machine-automated metrics, such 
as the Bi-lingual Evaluation Understudy (BLEU) [12] and the 
Recall-Oriented Understudy for Gisting Evaluation (ROUGE-
1, ROUGE-2, and ROUGE-L) [13]. Figure 1 shows the 
research workflow adopted in this study. 

 



Engineering, Technology & Applied Science Research Vol. 15, No. 2, 2025, 21398-21403 21400  
 

www.etasr.com Vincentio & Hansun: A Fine-Tuned BART Pre-trained Language Model for the Indonesian Question … 

 

 

Fig. 1.  Research workflow. 

A. Hyperparameter Optimization 

The hyperparameter optimization process consists of 36 
trials across different hyperparameter configurations of the 
learning rate, gamma value, and maximum sequence length. 
Table I shows the hyperparameter optimization settings used in 
this study. Table II displays the training result for three epochs. 

TABLE I.  HYPERPARAMETER SETTINGS 

Hyperparameter Range 

Epoch [3, 4] 

Gamma [0.8, 0.9, 1.0] 

Learning rate [0.000005, 0.0001] 

Max_seq_len [128, 256, 512] 

TABLE II.  HYPERPARAMETER OPTIMIZATION TRIALS 
FOR THREE EPOCHS 

Learning rate Gamma 
Max. sequence 

length 
F1 Loss 

0.000005 0.8 128 82.444 0.3997 

0.000005 0.8 256 81.526 0.3982 

0.000005 0.8 512 80.791 0.4141 

0.0001 0.8 128 80.487 0.5123 

0.0001 0.8 256 81.963 0.5100 

0.0001 0.8 512 80.073 0.5846 

0.000005 0.9 128 82.483 0.3927 

0.000005 0.9 256 82.068 0.3904 

0.000005 0.9 512 81.691 0.3953 

0.0001 0.9 128 78.105 0.6092 

0.0001 0.9 256 79.358 0.6182 

0.0001 0.9 512 80.935 0.5716 

0.000005 1 128 81.594 0.3735 

0.000005 1 256 81.650 0.3826 

0.000005 1 512 82.308 0.3796 

0.0001 1 128 78.512 0.6764 

0.0001 1 256 78.375 0.7072 

0.0001 1 512 78.550 0.6112 

The hyperparameter optimization trials that on four epochs 
can be seen in Table IV. The highest obtained scores, across all 
36 trials of different hyperparameter configurations, can be 
seen in bold fonts. 

TABLE III.  HYPERPARAMETER OPTIMIZATION TRIALS 
FOR FOUR EPOCHS 

Learning Rate Gamma 
Max. sequence 

length 
F1 Loss 

0.000005 0.8 128 82.617 0.3732 

0.000005 0.8 256 82.309 0.3730 

0.000005 0.8 512 82.617 0.3735 

0.0001 0.8 128 81.355 0.5609 

0.0001 0.8 256 80.890 0.5459 

0.0001 0.8 512 80.831 0.5221 

0.000005 0.9 128 82.895 0.3576 

0.000005 0.9 256 83.249 0.3670 

0.000005 0.9 512 82.310 0.3683 

0.0001 0.9 128 82.201 0.5494 

0.0001 0.9 256 80.699 0.5980 

0.0001 0.9 512 80.392 0.5600 

0.000005 1 128 82.639 0.3629 

0.000005 1 256 82.995 0.3709 

0.000005 1 512 82.504 0.3654 

0.0001 1 128 78.771 0.6855 

0.0001 1 256 77.795 0.7989 

0.0001 1 512 78.747 0.7548 

 

B. Analysis 

After determining the best hyperparameter using a grid 
search across all those sets of combinations, the best 
hyperparameters will be used to train the model for 10 epochs. 
The visualization of the hyperparameter optimization phase can 
be seen in Figure 2. 

Two testing scenarios were conducted in this study. The 
first one is the testing of BART pre-trained model performance 
before fine-tuneing (or baseline model) and the second one is 
the testing of the pre-trained model performance after fine-
tuning (using the best hyperparameters found in the previous 
step). Fine-tuning plays a key role in transfer learning. It can be 
seen from the experimental results that the fine-tuned model 
performed significantly better than the baseline model, as 
shown in Table IV for the Indonesian language QA task. 

Table V shows performance comparison of the proposed 
model with similar studies in the domain of NLG for the QA 
task in the Indonesian language. Authors in [14] introduced a 
new Indonesian Machine Reading Comprehension (MRC) 
dataset called IDK-MRC, and three different MRC models, 
IndoBERT, m-BERT, and XLM-R were used to validate it and 
compare its performance to the standard TyDiQA dataset. 
Authors in [15] proposed the use of the multilingual Text-to-
Text Transfer Transformer (mT5) for automatic question 
generation in the Indonesian language. Authors in [16] 
compared IndoBERT-lite and RoBERTa models on TyDiQA 
and SQuAD datasets. Authors in [17] built an automatic 
question generation for Bahasa Indonesia using CopyNet. As 
can be seen, the proposed fine-tuned model performs on par or 
slightly better than other models. 
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Fig. 2.  Hyperparameter tuning result. 

TABLE IV.  FINE-TUNED AND BASELINE MODELS’ RESULTS 

Model BLEU ROUGE-1 ROUGE-2 ROUGE-L F1 EM 

Fine-Tuned 92.28 85.89 70.44 85.80 85.84 59.42 

Baseline 36.84 20.19 14.43 20.07 20.21 0.00 

Notes: BLEU (Bi-lingual Evaluation Understudy), EM (Exact Match), ROUGE (Recall-Oriented Understudy for Gisting Evaluation) 

TABLE V.  COMPARISON OF THE PROPOSED MODEL WITH OTHER STUDIES 

Model BLEU (%) ROUGE-L (%) F1 (%) EM (%) 

IndoBERT [14] - - 37.08 31.00 

m-BERT [14] - - 41.23 36.35 

XLM-R [14] - - 39.74 33.01 

mT5 [15] - 39.57 - - 

Roberta-1.5gb [16] - - 87.00 - 

CopyNet GRU [17] 16.00 32.00 - - 

CopyNet Bi-GRU [17] 15.00 30.00 - - 

Fine-tuned BART (proposed) 92.28 85.80 85.84 59.42 

 

 

Fig. 3.  Testing samples of the fine-tuned BART model. 

Figure 3 shows some prediction results along with their 
labels of the fine-tuned BART pre-trained language model for 
the Indonesian QA task. As can be seen from the Figure, the 
proposed fine-tuned model performed very well with one 
overall false prediction result and one word false prediction 
result. The other examples were predicted correctly by the 
proposed model. 

IV. CONCLUSIONS 

Question-answering (QA) task is one of the most popular 
tasks in Natural Language Generation (NLG) gaining traction 
lately. However, few studies are available focusing on QA 
tasks in the Indonesian language. Therefore, in this study, we 
explored, fine-tuned, and optimized the Bidirectional and Auto-
Regressive Transformer (BART) model for this task. 

The best implementation of the fine-tuned BART pre-
trained language model for QA tasks using a typologically 
diverse QA dataset, based on the results of the conducted 
research, was when the gamma hyperparameter was set to 0.9, 
the learning rate value to 0.000005, and the maximum 
sequence length to 256 with 10 epochs. With these values we 
could achieve as high as 92.28 BLEU, 85.89 ROUGE-1, 70.44 
ROUGE-2, 85.8 ROUGE-L, 85.84 F1, and 59.42 EM. 

There many different aspects that can be explored regarding 
future research,. The first one is fine-tuning the proposed model 
using different datasets, such as SQuAD [18-20]. Another 
approach is to fine-tune different kinds of language models 
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rather than the BART pre-trained language model used in this 
study [21-24]. Moreover, the use of advanced recurrent neural 
networks, such as the long short-term memory and the gated 
recurrent unit, that could handle the long-term dependency of 
the dataset can be explored [25-27] and the the graph mining 
approach could be considered [28]. Lastly, we could leverage 
the use of natural language processing benchmarks to evaluate 
the proposed model's performance [29-32]. 
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