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ABSTRACT 

Red chili peppers are a vital agricultural commodity in the North Sumatra province, playing a significant 

role in Indonesia's economy. Fluctuations in chili prices affect farmers, consumers, and overall economic 

stability. This study leverages time series forecasting using the ARIMA model to predict red chili pepper 

prices and production, incorporating weather factors such as rainfall and sunlight duration. The dataset 

spans March 2021 to December 2023 and includes historical records of chili prices, production levels, and 

weather conditions. The analysis reveals a strong correlation between price fluctuations and production 

trends: Prices tend to rise when production declines and fall when yields increase. Additionally, production 

is influenced by weather conditions, where excessive rainfall damages crops and reduces yields, while 

balanced rainfall and sunlight duration support optimal growth. The ARIMA model demonstrates its 

effectiveness in capturing these patterns, providing actionable insights for farmers and policymakers to 

predict price changes and optimize production strategies. By integrating data-driven forecasting with 

weather analysis, this research contributes to more adaptive and informed decision-making in the 

agricultural sector. 

Keywords-time series prediction; machine learning; ARIMA; agricultural analytics; climate impact; data-

driven decision-making 

I. INTRODUCTION  

Agricultural commodities play an essential role in our daily 
lives and significantly influence economic stability [1]. Among 
these, chili peppers, particularly red chili peppers, are vital 
commodities in the Indonesian economy [2]. The monthly 
consumption per capita of red chili reaches 0.15 kg. In 2021, 

Indonesia's red chili production reached 1.36 million tons, 
indicating a 7.62% increase compared to the previous year. The 
West Java province emerged as the largest producer, with a 
production volume of 343,070 tons, followed by North 
Sumatra with 210,220 tons and Central Java with 169,280 tons 
[3]. Fluctuations in chili prices can directly affect the 
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livelihoods of farmers, the cost to consumers, and overall 
economic stability [4]. Consequently, forecasting agricultural 
commodity prices has become a critical focus in both economic 
and agricultural research [5]. A thorough understanding of the 
factors that affect chili prices and the ability to predict them is 
crucial to mitigate their impact and support economic 
resilience. 

Chili prices are affected by various factors, including 
production levels, weather conditions, and natural phenomena 
[6]. Weather, especially rainfall and sunlight duration, plays a 
critical role in chili production. Adequate rainfall is essential 
for the growth of chili plants. However, excessive rainfall can 
damage crops, increase disease risks, and reduce yields. 
Variations in the number of rainy days and daily rainfall 
intensity can affect economic production, including the 
agricultural sector [7]. The optimal rainfall for chili production 
ranges from 600 to 800 mm per year. The duration of sunlight 
affects photosynthesis and plant development. Chili plants 
require sufficient sunlight to produce optimal yields. The ideal 
sunlight duration for chili plants is around 6-8 hours per day. 
Several studies have shown a positive relationship between 
weather factors and agricultural production. For instance, 
research by the Namibia Economist outlined that high rainfall 
intensity could damage crops and hinder pollination processes. 
A well-distributed rainfall throughout the growing season is 
crucial to ensure adequate water availability for plants [8]. 
Further research has indicated that changes in rainfall patterns 
due to climate change could have significant economic 
consequences, especially in agriculture-dependent sectors [8]. 
For example, a 10% increase in sunlight exposure can increase 
chili production by 5%. In North Sumatra, the price of red chili 
peppers experienced dramatic changes in 2024, with a notable 
spike on February 9, when prices soared to Rp59,150 per kg, 
an increase of 863% in just one week [9]. This volatility 
reflects the broader challenges of rising and fluctuating chili 
prices that occur every year. Between 1983 and 2018, red chili 
pepper prices at both the producer and consumer levels have 
shown a consistent upward trend, with annual growth rates of 
12.68% and 13.73%, respectively, over the past five years [10].  

North Sumatra is a key chili production region in Indonesia, 
producing approximately 210,220 tons of red chili peppers in 
2021, making it the second largest producer after West Java 
[11]. The importance of the province in meeting national chili 
demand plays an important role in shaping market prices. Its 
diverse geography and climate make North Sumatra an ideal 
region for studying how changes in rainfall patterns and 
sunlight duration significantly affect chili production and 
pricing. For example, the province experiences weather 
variations, such as increased rainfall due to disruptions in wind 
circulation and reduced rainfall in some areas caused by wind 
shifts earlier in 2024 [12, 13]. These climatic fluctuations 
highlight the challenges faced by chili farmers and markets in 
maintaining stable production and prices. By focusing on North 
Sumatra, researchers can gain valuable insights into how the 
weather influences chili production and price dynamics. This 
research is expected to provide valuable insights for other 
regions with similar characteristics [10, 11]. 

Machine learning, a subset of artificial intelligence, 
provides robust algorithms capable of learning and performing 
specific tasks with high precision. These algorithms have 
demonstrated significant potential to enhance the accuracy of 
forecasting commodity prices [1]. This study employs the 
ARIMA model to predict the price and production quantity of 
red chili peppers in North Sumatra province, taking into 
account rainfall and sunlight duration. ARIMA was chosen for 
its superior performance compared to machine learning 
algorithms such as the Support Vector Machine (SVM) and 
Wavelet Neural Network (WNN) in studies involving weather-
related data, along with its simplicity, interpretability, and 
reliability in capturing patterns in time series data [14]. The 
ARIMA model addresses serial dependency in time series data, 
where the Autoregressive (AR) component models, the 
interdependence within the dependent variable, and the Moving 
Average (MA) component captures the dependency of the 
dependent variable on previous errors. This model is generally 
applied to stationary time series data, where the mean, 
variance, and autocorrelation function remain constant over 
time. This model can also be applied to non-stationary time 
series, particularly after making the data stationary through 
transformations such as differencing and logging. This 
flexibility underscores ARIMA's adaptability as a robust model 
to effectively analyze and forecast both stationary and non-
stationary time series data. The ARIMA model is represented 
by the AR, difference (I), and MA components denoted by �, 
�, and �, respectively. Historical data are decomposed into an 
AR process that retains past occurrences, an Integrated (I) 
process that makes the data stationary to reduce forecasting 
complexity, and an MA process that handles forecasting errors. 
The �  component in AR represents the linear relationship 
between the dependent variable and its lagged values [15]. The 
standard form of the ARIMA model is as follows: 

�� = � + ∑ 
�
�
�� ���� + ∑ ���

�� ����  (1) 

where � denotes time, � is the number of lag values of the AR, 
component, �  is the number of lag errors of the MA 
component, ��  is the value of the series at time � , �  is the 
intercept coefficient, ����  denotes the past values of the series 

at time � − �, ���� denotes the past residual values of the series 

at time � − � , 
�  denotes the AR model coefficients, and �� 

denotes the MA model coefficients. The ARIMA model has 
demonstrated significant accuracy in agricultural forecasting 
studies, such as predicting wheat and maize production in 
China and India [13, 15]. Despite its strengths, ARIMA is 
inherently univariate and cannot account for interactions 
between multiple variables.  

In contrast, the Vector Autoregressive (VAR) model is 
specifically designed for multivariate time series analysis to 
study the dynamic relationships between multiple variables 
without imposing strict assumptions about causality. Each 
variable in a VAR model is treated symmetrically and 
expressed as a function of its own lags and those of other 
variables in the system. This flexibility makes VAR models 
particularly useful in macroeconomic and financial studies to 
analyze and forecast the interconnected behavior of indicators 
such as GDP, inflation, and interest rates. Additionally, VAR 
models facilitate impulse-response analysis to evaluate the 
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impact of shocks to one variable on others and forecast error 
variance decomposition to understand the contribution of each 
variable to forecast errors. This study uses VAR to compare 
ARIMA, allowing a rigorous evaluation of their respective 
strengths in time series forecasting. This comparison aims to 
highlight ARIMA's superior performance in handling time-
series data effectively. VAR models treat all the variables 
involved symmetrically, with each model comprising two or 
more variables, where the right-hand side includes the lag 
vector of the dependent variable [16]. The following equation 
is used to mathematically represent the structure of the VAR 
model: 

�� = � + �∑ 
�
�
�� ����� + ��   (2) 

where � denotes time, � is the number of lag lengths, ��  is the 
vector representing the value of the series at time �, � is the 
vector of intercept coefficients, �� is the vector representing the 
error term at time �, 
� is the matrix of model coefficients, and 
����  is the past vector representing the value of the series at 
time � − �. VAR has been applied in various macroeconomic 
and agricultural studies to analyze interdependencies between 
factors such as rainfall, sunlight duration, and production 
levels. For example, in [17], VAR was used to analyze the 
prices of food ingredients such as rice, cooking oil, chicken 
eggs, chicken meat, and cayenne pepper. This study showed 
that VAR could capture the influence of one staple food's price 
on another's within a multivariate framework. The results 
highlighted that although some prices were stable, others, such 
as cayenne pepper, were more volatile. This showcases the 
ability of the VAR model to handle complex interdependencies 
in multivariate time series data. 

Although existing research often focuses on applying 
ARIMA or VAR for forecasting, direct comparisons between 
the two models are scarce, particularly in the context of 
agricultural commodities influenced by weather variability. 
This gap is critical since understanding the relative strengths 
and limitations of these models can inform more accurate 
forecasting strategies. By comparing ARIMA and VAR in 
predicting chili prices and production in North Sumatra, this 
study aims to address this gap and provide insights into which 
model performs better under varying conditions. 

Data on chili prices, production, rainfall, and sunlight 
duration were collected from March 2021 to December 2023 
and analyzed to identify patterns and trends. Before analysis, 
the data were cleaned and normalized using the min-max 
method to ensure comparable scales between the variables. The 
min-max method is a widely used standardization technique 
that scales data values to fall within the range of 0 to 1. This 
approach ensures that differences in index dimensions do not 
interfere with the accuracy of model training or predictions 
[18]. By constraining data values within a specific range, the 
min-max normalization technique enhances the precision of 
time series model predictions by limiting the prediction outputs 
to a narrower interval, thereby providing a more accurate 
depiction of prediction uncertainty [19]. The normalization 
formula for the min-max method is: 

����� = �  � "#$%�&
"'(%�&�"#$%�&    (3) 

where �����  is the normalized value, max%�& is the maximum 
value in the selected column dataset, min%�& is the minimum 
value in the selected column dataset, and �′ is the old value in 
the selected column dataset [20]. 

The ARIMA model was constructed through stationarity 
testing and parameter determination using the Augmented 
Dickey-Fuller (ADF) test and Autocorrelation Function (ACF) 
and Partial Autocorrelation Function (PACF) plots. The 
resulting ARIMA model was then evaluated using Mean 
Absolute Percentage Error (MAPE) and Mean Absolute Error 
(MAE) to measure prediction accuracy. MAPE and MAE are 
effective metrics to evaluate prediction models, especially in 
the context of time series data [21]. MAPE is a relative error 
metric that calculates absolute values to prevent positive and 
negative errors from offsetting each other. Additionally, it 
employs relative errors to facilitate the comparison of forecast 
accuracy across different time-series models [22]. MAPE can 
be calculated using: 

/012%%& = ∑ 456786
56 496:;

� × 100   (4) 

where 0�  denotes the actual data at time � , ?�  denotes the 
forecasted data at time �, and @ is the number of forecasted 
data points. MAE is a statistical metric used to calculate the 
average of the absolute differences between the predicted 
values generated by a model and the actual target values [23], 
calculated using: 

/02 = ∑ |�6��6|96:;
B     (5) 

where ��  denotes the predicted data at time � , ��  denotes the 
actual data at time �, and @ is the number of data pairs. 

This study investigates the effectiveness of ARIMA and 
VAR models in predicting red chili prices and production in 
North Sumatra by integrating weather factors such as rainfall 
and sunlight duration. The processed data are then analyzed to 
identify patterns and relationships among variables, utilizing 
visualizations and statistical techniques. Following this, the 
ARIMA and VAR models are implemented. The results section 
provides a comparative analysis of these models, highlighting 
their strengths and weaknesses in forecasting chili prices and 
production. These findings have significant implications for 
chili production and distribution, as well as for policy-making 
related to the stability of agricultural commodity prices in 
Indonesia. It is anticipated that this research will offer 
substantial benefits to Indonesia in designing strategies to 
manage chili price volatility that affects economic stability, and 
providing in-depth insights into how weather factors affect chili 
production and prices, allowing the National Food Agency 
(BPN) to formulate more effective policies in managing chili 
supply and prices. 

II. METHODOLOGY 

This study employs a quantitative research approach using 
time series analysis. This method was chosen to analyze 
numerical data over time to understand the patterns, trends, and 
relationships between variables. According to [24], quantitative 
research refers to the systematic collection and analysis of 
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numerical data using mathematical or statistical methods to 
explain real-world phenomena and obtain conclusive evidence 
concerning hypotheses. Time series analysis is particularly 
suitable for this research, as it allows analysis of historical data 
to predict future trends. 

The datasets used included retail prices and production data 
of red chili peppers in North Sumatra province from March 
2021 to December 2023. Chili price data were sourced from the 
openly accessible BPN public price monitoring platform 
(panelharga.badanpangan.go.id). Production data were 
obtained from the BPN Data and Information Center, which 
requires permission to access the dataset. Weather datasets, 
including rainfall and sunlight duration, were sourced from the 
Meteorology, Climatology, and Geophysics Agency (BMKG) 
through its data portal (data.bmkg.go.id). Although publicly 
accessible, creating an account is necessary to retrieve this 
data. The data were analyzed using the ARIMA model. Figure 
1 illustrates the research stages. 

 

 

Fig. 1.  Research stages. 

A. Data Collection and Processing 

Data on retail prices and red chili pepper production in 
North Sumatra were collected for the period from March 2021 
to December 2023. Daily retail price data, which vary by city, 
were averaged across the province. Monthly production data 
were provided by BPN. Additionally, daily data on rainfall and 
sunlight duration were sourced from BMKG, specifically from 
the Aek Godang and Silangit meteorological stations. The data 
were cleaned, with missing values imputed using monthly 
averages, normalized using min-max, and transformed as 
needed for analysis. 

B. Data Analysis 

Processed data were analyzed to identify patterns, trends, 
and relationships between variables. Descriptive analysis was 
performed to understand data characteristics and explore 
correlations between retail prices, red chili pepper production, 
rainfall, and sunshine duration. The data analysis steps included 
visualizing data patterns using matplotlib, computing 
descriptive statistics with pandas, and performing correlation 
analysis. 

C. ARIMA Modeling 

ARIMA is used to capture temporal patterns in time series 
data and build predictive models based on historical data. 
ARIMA modeling steps included testing data stationarity and 
determining �  using the ADF test [25], determining �  and � 
using ACF and PACF plots, and building the ARIMA model 
using statmodels [26]. However, a significant challenge in 
building predictive models lies in balancing model complexity 
and data fit to avoid over- or under-fitting. An overly complex 
model might perfectly fit the training data but fail to generalize 
to new data, resulting in overfitting. In contrast, a simple model 
might generalize well but fail to accurately capture patterns in 
both training and future data, leading to underfitting and poor 
predictive performance. Effective modeling requires finding 
the right balance to ensure robust predictions without 
compromising generalization [27]. 

D. Prediction and Forecasting Using ARIMA 

The constructed ARIMA model is then used to forecast 
future retail prices and production of red chili peppers. These 
predictions are crucial to provide insights into future trends in 
prices and production. The prediction steps include forecasting 
using the ARIMA model and evaluating model performance 
using MAE and MAPE [28]. 

E. Analysis of Results and Interpretation 

Results show an improvement in accuracy for the ARIMA 
model when using min-max normalization. The results of the 
forecasting are further analyzed to provide interpretation. These 
findings can offer insights into the factors that influence the 
price and production of red chili peppers, as well as how 
weather conditions, such as rainfall and sunlight exposure, play 
a role. Interpretation steps include analyzing the main trends in 
the prediction results and evaluating the impact of weather 
variables on the price and production of red chili peppers in 
North Sumatra. 

III. RESULTS AND DISCUSSION 

A. Data Collection and Processing 

The datasets include production data in quintals, rainfall 
data in mm, and sunshine duration data in hours. All data were 
provided in table files in .xlsx format. Price data consisted of 
daily retail prices for commodities in North Sumatra from 
March 9, 2021, to December 31, 2023. These data were 
processed to retain only two columns: date and price in Rp per 
kg, focusing specifically on red chili peppers. The average 
values were used to fill missing data on certain days. The 
resulting dataset contained 1,036 rows. Figure 2 shows an 
example of the first five rows of the resulting price dataset. 
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Fig. 2.  Price data. 

The production data consisted of monthly production 
volumes for red chili peppers in North Sumatra from January 
2021 to December 2023. These data were clean at the time of 
acquisition, so the only processing step was to remove the first 
two rows. This adjustment was made to align its structure with 
the price data beginning from March 2021. The dataset 
contained 35 rows and 2 columns, representing the monthly 
date and production quantity in quintals. Figure 3 shows an 
example of the first five rows of the resulting production 
dataset. 

 

 

Fig. 3.  Production data. 

Rainfall data consisted of daily rainfall intensity per month 
in north Sumatra, with two columns, date and RR, representing 
the rainfall intensity in mm. The data covered the period from 
March 2021 to December 2023. RR indicates the height of 
rainfall that would accumulate over an area of one square meter 
if none of the water was absorbed, flowed away, or evaporated. 
Any missing values or incorrectly formatted entries were 
replaced with a value of 0. The resulting dataset included 1,036 
rows and 2 columns. Figure 4 shows an example of the first 
five rows of the resulting rainfall intensity dataset. 

 

 

Fig. 4.  Rainfall intensity data. 

Sunlight duration data consisted of daily sunlight intensity 
per month in North Sumatra, with two columns, date and SS, 
representing sunlight intensity in hours. The data processing 
procedure was the same to the rainfall data. The resulting 
dataset included 1,036 rows and 2 columns. Figure 5 shows an 
example of the first five rows of the resulting dataset. 

 

Fig. 5.  Sunshine duration data. 

B. Data Analysis 

Data analysis is crucial to identify the relationships between 
variables. Converting data to diagrams or graphs facilitates 
analysis compared to tables. In line graphs, identifying the 
highest and lowest values is easier. For instance based on 
Figure 6, in November 2023, the retail price of red chili 
peppers peaked at Rp79,028.67 per kg, while the lowest price 
was recorded in May 2023 at Rp28,323.55. For red chili pepper 
production data, the highest production occurred in November 
2022 with 97,568.8 quintals, while the lowest production 
occurred in April 2021 with 52,169.5 quintals. Rainfall data 
showed the highest intensity in August 2023 at 13.5806 mm 
and the lowest in July 2022 at 0.7322 mm. In contrast, sunshine 
duration data showed the longest duration in April 2021 at 
7.7067 hours and the shortest in May 2023 at 3.9607 hours. 

Price and production data are interconnected through the 
law of supply. This law states that ceteris paribus, if the price 
of a good increases, the quantity supplied by producers will 
increase, and vice versa, if the price decreases, the quantity 
supplied will decrease [29]. Therefore, the price and production 
data patterns will inversely correlate as depicted in the line 
graph. However, an anomaly was observed from November 
2022 to the end of 2023, where the data trends were relatively 
directly correlated. However, at several points, the patterns still 
align with the law of supply. 

Rainfall and sunshine duration can influence production 
amounts and indirectly affect prices. The line graphs of rainfall 
and sunshine duration show inversely correlated patterns and 
trends. This is because an increase in rainfall intensity reduces 
the duration of sunlight exposure. These climatic effects relate 
to red chili pepper production, where rainfall inversely 
correlates with production amounts, while sunshine duration 
directly correlates with production. 

C. ARIMA Modeling 

Before implementing the ARIMA model, all cleaned data 
were converted using min-max normalization. This step aimed 
to expedite the computation process in model creation and 
minimize prediction errors. Figure 7 shows the normalization 
process using min-max scaling by preparing a MinMaxScaler 
object from the sklearn preprocessing library for each dataset. 
These scaler objects are then used to normalize each dataset to 
a value between 0 and 1. Normalization was carried out using 
the fit_transform method, which applies the predetermined 
scale to the original data. The normalized data are then stored 
in the variables scaled_price, scaled_production, 
scaled_rainfall, and scaled_sunshine. 
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Fig. 6.  Graphs of red chili pepper price and production, rainfall, and 

sunshine duration. 

 

Fig. 7.  Min-max normalization process. 

Several sequential steps must be followed to construct the 
ARIMA model, including the identification of data stationarity, 
the determination of the differentiation value or � , and the 
determination of � and �. 

1) Identifying Data Stationarity 

The ADF test was used to test data stationarity. The test 
criterion states that if the p-value is less than or equal to the 
significance level (α = 5%), the data can be considered 
stationary. Conversely, if the p-value is greater than the 
significance level (α = 5%), the data are considered non-
stationary, requiring transformation or differencing. 

TABLE I.  ADF TEST RESULTS 

Data P-Value 

Price 0.38927 

Production 0.14011 

Rainfall 3.24e-17 

Sunshine duration 0.0006 

 
Table I shows the results of the ADF test using the 

adfuller() function from statsmodels library. The price and 
production data were non-stationary and therefore, require 
further differencing. In contrast, the rainfall and sunlight 
duration data were already stationary, so differencing was not 
necessary. 

2) Determining Differentiation Value (Parameter d) 

Differencing can be applied to non-stationary data to 
achieve stationarity. This process can be repeated until the data 
become stationary, with stationarity verified using the ADF test 
after each differencing step. 

 

 
Fig. 8.  Differencing level function. 

The code in Figure 8 defines a function named diff_list to 
determine the differencing level needed for data to become 
stationary. This function takes a DataFrame column (df_col) as 
argument. It initializes an empty dictionary to store p-values 
from the ADF test at each differencing level. The data from the 
column are copied into the variable data. In each iteration of a 
loop running from 1 to 10, the function differences the data 
using the diff() method, which calculates the changes between 
consecutive values and removes resulting NaN values with 
dropna(). After differencing, the ADF test is performed on the 
data using the adfuller() function to extract the p-value from 
the. This p-value is then stored in the list dictionary with the 
current differencing level as the key. The function finally 
returns the list dictionary containing p-values for each 
differencing level from 1 to 10. 
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Fig. 9.  Application of the diff_list function. 

Figure 9 displays the results of applying the diff_list() 
function to the price data. These data became stationary after a 
single differencing, with a p-value of 7.97977e-27. The same 
function was also applied to other non-stationary data. Table II 
shows the results of the analysis to determine the degree of 
differencing required. The price and production data achieve 
stationarity after a single differencing. In contrast, the rainfall 
and sunlight duration data do not require differencing, with 
their differencing value set to zero. 

TABLE II.  OPTIMAL DIFFERENTIATION VALUES 

Data 
Number of 

differentiations (d) 
p-value 

Price 1 7.97977e-27 

Production 1 3.67078e-08 

Rainfall 0 3.24e-17 

Sunshine duration 0 0.0006 

 

3) Determining � and � 

The parameters �  and �  in the ARIMA model can be 
determined through the identification of PACF and ACF plots 
on the stationary data. Historical data PACF and ACF plots are 
used to depict the correlation between observed data and one or 
more previous periods (lags). In this process, the parameter � is 
determined based on significant lag values in the PACF plot, 
while the parameter � is determined based on significant lag 
values in the ACF plot. 

Figure 10 shows the PACF and ACF plots for the stationary 
data on prices, production, rainfall, and sunlight duration. The 
parameter values for � and � are as follows: 1 for price data, 6 
and 12 for production data, 6 for rainfall data, and 1 for 
sunlight duration data. Table III shows the results of the 
analysis for determining the parameters � , � , and � . The 
optimal ARIMA models for each dataset are as follows: 
ARIMA(1, 1, 1) for price data, ARIMA(6, 1, 12) for 
production data, ARIMA(6, 0, 6) for rainfall data, and 
ARIMA(1, 0, 1) for sunlight duration data. 

TABLE III.  OPTIMAL ARIMA PARAMETERS 

No. Data Model 

1 Price ARIMA (1, 1, 1)  

2 Production ARIMA (6, 1, 12)  

3 Rainfall ARIMA (6, 0, 6)  

4 Sunshine duration ARIMA (1, 0, 1)  

 

 

Fig. 10.  PACF and ACF plots. 

4) Prediction and Forecasting using ARIMA 

This study treats prediction and forecasting as distinct 
concepts. Prediction refers to the values generated by the model 
at each corresponding point in time within the examined data, 
while forecasting pertains to the values generated by the model 
for multiple future time periods that are not present within the 
studied data. All historical data under analysis are in a daily 
time range from March 1, 2021, to December 31, 2023 (1036 
rows), except for production data, which are structured monthly 
(35 rows). Each training and forecasting process uses the 
respective time units of each dataset. Subsequently, the final 
results of the daily data are averaged by month, and error 
values are calculated by comparing them with the actual data, 
also averaged on a monthly basis. For this study, the forecast 
extended 3 months into the future, covering January 2024 to 
March 2024. 

As shown in Figure 11, the calculate_forecast_steps() 
function was designed to calculate the number of days required 
for the forecast period based on a specified number of months. 
This function uses the pandas.tseries.offsets.MonthEnd module 
to identify the end of each month and calculate the total days in 
each successive month. The calculation begins from a given 
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start date (start_date) and iterates according to the number of 
months defined by the forecast_months parameter, summing 
the days in each month encountered. The output of this 
function is the total number of days corresponding to the 
desired forecast period in months, making it applicable for 
daily data forecasting. 

 

 

Fig. 11.  Monthly-to-daily time conversion function. 

 

Fig. 12.  Application of the ARIMA model. 

In Figure 12, the ARIMA model is applied to forecast all 
datasets, including red chili pepper prices, red chili pepper 
production, rainfall, and sunlight duration. For daily data (such 

as chili prices, rainfall, and sunlight duration), the code uses the 
latest date in the dataset as the starting point and converts the 
forecast period from months into days using the 
calculate_forecast_steps function. The ARIMA model is then 
built with the normalized data and predefined model 
parameters, fitted to the data, and the results are transformed 
back to their original scale using the inverse_transform method 
from the scaler used during data normalization. For the 
monthly data (red chili pepper production), the forecast period 
remains in months without conversion to daily units. The 
ARIMA model is built with normalized data, fitted to it, and 
then the predictions and forecasts are reverted to the original 
scale for ease of interpretation. This approach ensures that the 
ARIMA model can provide accurate forecasts aligned with the 
daily and monthly data requirements for the designated 3-
month forecast period. 

The forecast results are visualized using line charts 
alongside the actual data to observe how close they are. In 
Figure 13, the actual solid line represents the historical data, 
while the dashed line represents the historical prediction and 
forecast data from the ARIMA model. The forecasting data 
lines for price, production, and rainfall do not start concurrently 
with the actual data due to the elimination of rows with missing 
values (NaN) corresponding to the degree of differencing 
applied. Visually, the ARIMA model produces results that are 
highly aligned with the actual data, especially for red chili 
pepper prices, production, rainfall, and sunshine duration. 
Although minor discrepancies are observed during sudden 
fluctuations, ARIMA consistently captures the overall trends. 

 

 

Fig. 13.  Actual data and ARIMA prediction graphs. 
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On the other hand, the VAR model, shown in Figure 14, 
while effective in identifying general patterns, demonstrates 
larger deviations, particularly in production and rainfall data. 
Thus, the ARIMA model outperforms the VAR model, offering 
more precise predictions and better alignment with actual data, 
making it a more reliable choice for forecasting complex 
variables such as agricultural prices and production influenced 
by weather conditions. 

 

 

Fig. 14.  Actual data and VAR prediction graphs. 

In addition to visual methods, MAE and MAPE were used 
to test the model's performance. The code in Figure 15 
describes the calculation of MAE and MAPE to assess the 
performance of the ARIMA model in predicting data. For each 
dataset, MAE and MAPE are calculated using the 
mean_absolute_error and mean_absolute_percentage_error 
functions from the sklearn.metrics module. The index slices 
param_price[1]:, param_production[1]:, param_rain[1]:, and 
param_sun [1]: are used to ensure comparisons are made on 
data corresponding to the previously applied differencing to 
avoid NaN values from skewing the calculations. This 
evaluation provides an overview of the model's accuracy in 
predicting the variables based on the resulting error values. 

Based on Tables IV and V, which show MAE and MAPE 
for each dataset, the price data for the ARIMA model has 
scores of 687.61 and 1.34% with normalization and 691.11 and 
1.34% without normalization. On the other hand, the VAR 
model produces scores of 14,516.09 and 32.23% with 
normalization, which increase significantly to 19,561.34 and 

41.92% without normalization. For production data, the 
ARIMA model achieves 4,796.57 and 7.07% with 
normalization, and 5,501.05 and 7.89% without normalization. 
The VAR model shows identical scores with ARIMA for both 
normalized and non-normalized production data. For rainfall 
data, the ARIMA model achieves 1.47 and 38.59% with 
normalization and 1.44 and 38.54% without normalization. The 
VAR model produces identical scores of 1.65 and 45.18% for 
both normalized and non-normalized data. Meanwhile, the 
sunlight duration data for the ARIMA model records identical 
scores of 0.29 and 7.33% regardless of normalization. 
Similarly, the VAR model achieves consistent scores of 0.39 
and 10.34% with and without normalization. Therefore, 
normalization proves to be moderately effective for the price 
and production data, with the ARIMA model showing the best 
performance when paired with min-max normalization. This 
combination consistently outperforms the VAR model in terms 
of accuracy and reliability across all datasets, establishing it as 
the superior approach in this study. 

TABLE IV.  MAE AND MAPE SCORES FROM ARIMA 

Data 

MAE ARIMA MAPE ARIMA 

min-max 
Without 

min-max 
min-max 

Without  

min-max 

Price 687.61 691.11 1.34%  1.34% 

Production 4796.57 5501.05 7.07%  7.89% 

Rainfall 1.47 1.44 38.59%  38.54% 

Sunshine 

duration 
0.29  0.29 7.33%  7.33%  

TABLE V.  MAE AND MAPE SCORES FROM VAR 

Data 

MAE VAR MAPE VAR 

min-max 
Without 

min-max 
min-max 

Without  

min-max 

Price 14516.09 19561.3444 32.23% 41.92% 

Production 4796.57 5501.05 7.07%  7.89% 

Rainfall 1.65 1.6546 45.18% 45.18% 

Sunshine 

duration 
0.39 0.39 10.34% 10.34% 

 
To further validate the effectiveness of min-max 

normalization compared to other normalization methods, a 
comparative analysis between min-max and Z-score 
normalization was performed. This evaluation aimed to assess 
whether the performance of the ARIMA model could be 
enhanced by using an alternative normalization method. By 
examining MAE and MAPE values, this analysis provides a 
comprehensive overview of the advantages and limitations of 
each normalization technique. The aim is to determine the most 
suitable normalization method to achieve consistent and 
reliable predictions across various datasets. 

TABLE VI.  COMPARISON OF MAE AND MAPE SCORES 
FROM ARIMA WITH MIN-MAX AND Z-SCORE 

Data 
MAE ARIMA MAPE ARIMA 

min-max Z-score min-max Z-score 

Price 687.61 687.61 1.34%  1.34% 

Production 4796.57 4771.61 7.07%  7.02% 

Rainfall 1.47 1.49 38.59%  39.28% 

Sunshine 

duration 
0.29  0.29  7.33%  7.33% 



Engineering, Technology & Applied Science Research Vol. 15, No. 2, 2025, 21876-21887 21885  
 

www.etasr.com Prihandi et al.: Implementation of ARIMA with Min-Max Normalization for predicting the Price and … 

 

Based on the results presented in Table VI, the price and 
sunshine duration data exhibit identical performance scores for 
both min-max and Z-score normalization methods. However, 
notable differences arise when examining the production and 
rainfall data. For the production data, Z-score normalization 
slightly outperforms min-max, as evidenced by a 0.52% lower 
MAE score. Conversely, for the rainfall data, min-max 
normalization demonstrates superior performance, with a 
1.36% lower MAE compared to Z-score normalization. 
Although both methods achieve similar overall results, the 
larger margin of improvement observed in rainfall data with 
min-max normalization indicates its relative advantage. As a 
result, the combination of the ARIMA model with min-max 
normalization proves to be the optimal approach to achieve 
superior predictive performance in this study. 

 

 
Fig. 15.  Model testing with MAE and MAPE. 

D. Interpretation of Results 

Based on the results and analysis, it can be concluded that 
applying ARIMA to the price, production, rainfall, and 
sunshine duration data results in models with different 
parameters, leading to varying predictions and forecasts 
tailored to each dataset. The model parameters are determined 
through two stages: identifying the degree of differencing to 
achieve data stationarity and determining significant lag values 
using PACF and ACF plots. As shown in Figure 16, an 
important consideration during the differencing stage is that 
data with a differencing degree of one or more will contain 
NaN values in the top rows corresponding to the degree of 
differencing. These NaN rows should be removed to prevent 
them from affecting model performance and data visualization. 

 

 
Fig. 16.  Example of data corrupted by differencing. 

Figure 13 shows a combination of ARIMA and min-max 
normalization forecasts for prices, production, rainfall, and 
sunshine duration. The prediction lines closely follow the 
actual data patterns, although there are some differences and 
smoother fluctuations compared to the actual data, which 
shows sharp spikes. The price of red chili peppers tends to 
increase when production decreases due to reduced market 
supply and vice versa. However, predictions for weather 
variables such as rainfall show greater deviations, indicating 
that weather factors may be more challenging to predict with 
this model. 

According to the MAPE classification criteria in [30], 
shown in Table VII, the MAPE scores produced by each 
ARIMA model indicate that the ARIMA (1, 1, 1) model for 
price data is highly accurate in forecasting, the ARIMA (6, 1, 
12) model for production data is also highly accurate, the 
ARIMA (6, 0, 6) model for rainfall data is reasonably accurate, 
and the ARIMA (1, 0, 1) model for sunlight duration data is 
highly accurate. 

TABLE VII.  MAPE CRITERIA ACCORDING TO [30] 

No. MAPE Interpretation 

1. < 10% Very accurate in prediction 

2. 10% - 20% Accurate in prediction 

3. 20% - 50% Fairly accurate in prediction 

4. > 50% Not accurate in prediction 

 

IV. CONCLUSION 

A. Conclusion 

The novelty of this research lies in the implementation of 
ARIMA with min-max normalization on price, production, 
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rainfall, and sunlight duration data. Based on the analysis 
conducted, the forecasting results closely follow the actual data 
patterns, despite minor differences. The model evaluation 
shows: 

 Price data has an MAE of Rp687.6107 and MAPE of 
1.34%, indicating that the ARIMA (1, 1, 1) model is very 
accurate in predicting prices. 

 Production data has an MAE of 4796.5704 quintals and 
MAPE of 7.07%, indicating that the ARIMA (6, 1, 12) 
model is very accurate in predicting production. 

 Rainfall data has an MAE of 1.4676 mm and MAPE of 
38.59%, indicating that the ARIMA (6, 0, 6) model is fairly 
accurate in predicting rainfall. 

 Sunshine duration data has an MAE of 0.2894 hours and 
MAPE of 7.33%, indicating that the ARIMA (1, 0, 1) 
model is very accurate in predicting sunshine duration. 

These results demonstrate that min-max normalization as 
part of data preprocessing plays a significant role in enhancing 
the accuracy of the ARIMA model. By applying min-max 
normalization, data variability can be minimized, making the 
model more sensitive to actual pattern changes. This approach 
allows the model to capture data fluctuations more accurately 
and improve its estimates. Therefore, the ARIMA model, using 
min-max normalization, is effective in forecasting the prices 
and production quantities of red chili peppers in the North 
Sumatra province. These predictions provide valuable insights 
for farmers and policymakers in anticipating price and 
production changes, allowing the development of more 
effective strategies in the face of weather variability. For 
farmers, the results of this study can support production 
planning, weather risk mitigation, and strengthening the 
bargaining position through optimal harvest and sales timing. 
Meanwhile, for policymakers, these predictions provide an 
empirical basis for developing price stabilization policies, 
improving agricultural infrastructure, and managing resources 
that are more adaptive to climate change. Furthermore, this 
method can be extended to other agricultural commodities, 
such as rice or corn, and applied in different regions by 
adjusting local parameters, thus supporting a specific and data-
driven approach. This research also opens up opportunities for 
integration with advanced technologies such as machine 
learning or IoT sensors to improve prediction accuracy and 
support the sustainability of the agricultural sector. 

B. Suggestions 

There are several suggestions for future research. First, the 
grid search method can be applied to automatically determine 
the optimal ARIMA parameters. Next, the Normalized Mean 
Absolute Error (NMAE) metric can be used as a model 
performance evaluation metric instead of MAPE, as it can 
address MAPE's limitation of occasionally providing 
excessively high or low values for data with small values. 

Furthermore, the limited dataset period of two years in this 
study is due to data availability constraints. Chili pepper price 
data from the BPN price monitoring platform are only 
accessible starting from March 2021, while the production data 

provided by the BPN Data and Information Center are 
available only up to December 2023. Expanding data 
availability in the future will allow researchers to conduct 
analyses over longer periods, potentially improving the 
reliability of predictions. 

Additionally, it is recommended that the BMKG Database 
Center complete the availability of rainfall and sunshine 
duration data at each station to obtain valid research results. 
Following these suggestions, future research is expected to 
provide more accurate and beneficial results. 
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