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ABSTRACT 

Rapid and accurate detection of COVID-19 from medical images, such as X-rays and CT scans, is critical 

for timely diagnosis and treatment. This paper presents an innovative approach that combines Super-

Resolution Generative Adversarial Network (SRGAN) for image enhancement with an optimized 

MobileNetV3-Small model to achieve efficient and high-accuracy classification. The proposed method 

significantly reduces computational complexity while maintaining performance. Specifically, the optimized 

MobileNetV3-Small model achieves 99.5% accuracy for X-ray images and 99.8% accuracy for CT images 

with only ~0.8M parameters and ~2.5 MB memory usage, making it highly suitable for real-time web 

applications in resource-constrained environments. Comparative analysis with related works demonstrates 

that the proposed approach outperforms other models in terms of accuracy, efficiency, and lightweight 

design. The results highlight the potential of the proposed method as a practical solution for rapid COVID-

19 detection, contributing to the development of accessible and scalable diagnostic tools. 
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I. INTRODUCTION  

The global outbreak of COVID-19 has posed 
unprecedented challenges to healthcare systems worldwide, 
necessitating the development of rapid and accurate diagnostic 
tools. Medical imaging techniques, particularly X-rays and 
Computed Tomography (CT) scans, have proven to be 
invaluable in the early detection and monitoring of COVID-19 
due to their non-invasive nature and accessibility. Deep 
learning, particularly Convolutional Neural Networks (CNNs) 
[1], has revolutionized the field of medical image analysis [2-
4], enabling automated and accurate classification of diseases. 
Several studies [5-17] have focused on developing efficient, 
lightweight, and interpretable deep-learning models for 
COVID-19 detection and classification. However, existing 
models achieve high accuracy with large parameters, while 
lightweight models prioritize efficiency at the cost of 
performance.  

This paper presents an enhanced approach that integrates 
advanced image enhancement techniques, using Super-
Resolution Generative Adversarial Networks (SRGAN) [18], 

with an optimized MobileNetV3 [19] architecture. The 
SRGAN is a deep learning model that enhances low-resolution 
images to high-resolution by combining a generator and a 
discriminator. The generator reconstructs high-resolution 
images, while the discriminator evaluates their realism. This 
adversarial training, guided by a perceptual loss function, 
enables SRGAN to produce high-quality photo-realistic 
images. The use of SRGAN improves the resolution and 
quality of X-ray and CT images, allowing CNN to extract 
features better. Subsequently, the optimized MobileNetV3-
Small offers exceptional support for both X-ray and CT 
images, ensuring unmatched efficiency. Moreover, the 
lightweight design of the proposed model ensures compatibility 
with web-based applications, allowing for scalable and 
accessible deployment in real-world settings. The proposed 
model was evaluated on publicly available X-ray and CT image 
datasets, achieving performance comparable to existing models 
in terms of accuracy. By combining advanced image 
processing with a resource-efficient architecture, this study 
demonstrates the potential of deep learning-powered web 
applications to support rapid and reliable COVID-19 diagnosis. 
The contributions of this study are as follows: 
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 Employs SRGAN to enhance the resolution and quality of 
X-ray and CT scan images, improving feature visibility for 
accurate diagnosis. 

 Develops an optimized MobileNetV3-Small [19] 
architecture, incorporating depthwise separable 
convolutions and simplified bottleneck layers to achieve 
low parameters and memory usage while maintaining high 
accuracy. 

 Evaluates the model on publicly available datasets, 
demonstrating its performance in terms of accuracy for both 
X-ray and CT images compared to related works. 

 The lightweight nature of the proposed model ensures 
efficient deployment in resource-constrained environments 
through a web application, providing real-time COVID-19 
classification. 

II. THE PROPOSED METHODOLOGY 

This section describes the proposed method for efficient 
COVID-19 detection using X-ray and CT images, focusing on 
a lightweight design for web-based deployment. Figure 1 
illustrates the proposed model. 

 

 
Fig. 1.  The proposed model. 

The proposed approach integrates advanced image 
enhancement techniques with a resource-efficient CNN 
architecture to achieve high accuracy while maintaining a low 
computational cost. The proposed method consists of three 
main components: 

 Image enhancement with SRGAN: SRGAN is employed to 
enhance the resolution and quality of X-ray and CT images, 
making subtle features more distinguishable. 

 Classification with optimized MobileNetV3-Small: A 
customized MobileNetV3-Small architecture is utilized for 
efficient feature extraction and accurate COVID-19 
classification. The model is optimized to reduce parameters 
and memory while preserving performance. 

 Web Application Deployment: The trained MobileNetV3-
Small model is saved and integrated into a web application, 
enabling real-time COVID-19 detection in an accessible 
and scalable environment. 

A. Image Enhancement with SRGAN 

SRGAN is integrated as a preprocessing step to improve the 
input quality for the CNN classifier. The proposed customized 
SRGAN leverages advanced image enhancement techniques to 
improve the resolution and quality of X-ray and CT images for 
efficient COVID-19 detection. The generator, with 16 residual 
blocks and an upscaling factor of 4, transforms low-resolution 
inputs 64 � 64 into high-resolution outputs using pixel shuffle 
layers and ReLU activations, optimized with a learning rate of 
1� � 4  and the Adam optimizer. The discriminator, 
comprising 8 convolutional layers with Leaky ReLU 
activations, evaluates the realism of the generated images, 
guided by adversarial loss with a weight �	
 of 1� � 3. The 
total generator loss combines content loss (weighted �  1.0), 
adversarial loss, and pixel loss (weighted �  1.0) to ensure 
perceptual fidelity and pixel accuracy. The enhanced images 
are normalized and resized to 224 � 224. Figure 2(a) presents 
original images, while Figure 2(b) displays the results 
enhanced using SRGAN.  

 

 

Fig. 2.  (a) Original images, (b) images enhanced using SRGAN. 

B. Classification with Optimized MobileNetV3-Small 

MobileNetV3 [19] utilizes depthwise separable 
convolutions, which decompose standard convolutions into 
depthwise and pointwise operations, significantly reducing 
computational costs. This design enables MobileNetV3-Small 
to maintain high accuracy with approximately 2.9 million 
parameters, requiring around 8 MB of memory, making it ideal 
for resource-constrained environments. 



Engineering, Technology & Applied Science Research Vol. 15, No. 2, 2025, 20953-20958 20955  
 

www.etasr.com Sriwiboon & Phimphisan: Efficient COVID-19 Detection using Optimized MobileNetV3-Small with … 

 

The proposed customized MobileNetV3-Small architecture 
incorporates key optimizations for a lightweight and efficient 
design. By extensively utilizing depthwise separable 
convolutions, the model reduces parameters and computational 
costs, splitting standard convolutions into per-channel filtering 
and pointwise operations. These enhancements ensure minimal 
resource usage while preserving high performance, as detailed 
in Table I. This reduces the number of parameters from 
� � � � ��� � ����  to � � � � ��� +  ��� × ���� , ensuring 
high efficiency for resource-limited environments. Key 
modifications include the use of a compact 3 × 3 convolution 
kernel to streamline feature extraction and bottleneck blocks 
optimized with a reduced expansion ratio of 4, significantly 
lowering the number of intermediate channels. The SE block is 
enhanced with an increased reduction ratio of 16 , ensuring 
efficient recalibration of channel-wise feature maps without 
excessive computational cost. Additionally, the dense layer is 
simplified by reducing the number of neurons to 128 , 
minimizing memory usage while preserving the effectiveness 
of the model. 

TABLE I.  PARAMETERS OF THE PROPOSED OPTIMIZED 
MOBILENETV3-SMALL 

Layer Name Type Customized 
Parameters 

(M) 

Input Layer Input No  0.0 

Conv2D Convolution Kernel size � = 3 × 3  0.0043 

Bottleneck 

block 1 

Depthwise separable 

convolution 

Reduced expansion ratio 

to 4 
0.0768 

Bottleneck 

block 2 

Depthwise separable 

convolution 

Reduced expansion ratio 

to 4 
0.1284 

Bottleneck 

block 3 

Depthwise separable 

convolution 

Reduced expansion ratio 

to 4 
0.1920 

SE blocks 
Attention 

mechanism 

Increased reduction 

ratio to 16 
0.0400 

Dense layer Fully connected Neurons reduced to 128 0.0737 

 
As shown in Table I, by reducing the total parameters from 

approximately 2.9M in the original MobileNetV3-Small to 
~0.8M (a reduction of 72.4%) and decreasing memory usage 
from 8 to ~2.5 MB (a reduction of 68.75%), the proposed 
model achieves a significant improvement in computational 
efficiency. These optimizations, which include depthwise 
separable convolutions, optimized SE blocks, hard-Swish 
activation, bottleneck refinements, and a simplified dense layer, 
allow the model to balance high accuracy with a lightweight 
design, making it ideal for real-time COVID-19 detection in 
resource-constrained environments such as web-based 
applications. 

III. EXPERIMENTS 

A. Experimental Setup 

The experiments were carried out using a system equipped 
with an Intel Core i7-9700K CPU running at 3.60GHz, an 
NVIDIA RTX 2080 Ti GPU with 11 GB memory, and 32 GB 
of RAM. The implementation utilized PyTorch 2.0 [20] as the 
deep learning framework, with the Adam optimizer (	� = 0.9,
	� = 0.999) and a learning rate of 1� − 4 . The model was 
trained with a batch size of 50 epochs. 

 

B. Datasets 

The proposed model was evaluated on two publicly 
available datasets. The dataset introduced in [21] has publicly 
available X-ray images [22], with 12,576 categorized into 
COVID-19, normal, and pneumonia classes. The MosMedData 
[23] dataset includes 2,482 CT images labeled as COVID-19 
and non-COVID cases. The datasets were split into 70% for 
training, 15% for validation, and 15% for testing to ensure a 
robust evaluation of the model's performance.  

C. Preprocessing 

X-ray and CT images were preprocessed using data 
augmentation techniques to improve robustness, including 
horizontal flipping (applied with a 50% probability), rotation 

(randomly selected angles within −15°to +15°), and Gaussian 
noise injection (!�"# = 0 , $"%&"#'� = 0.01 ). The images 
were preprocessed by resizing them to 224 × 224 pixels and 
normalizing the pixel values to the range [0,1] , ensuring 
consistent input for the model while maintaining variability in 
the dataset to prevent overfitting.  

D. Performance Metrics 

The following metrics were used for the evaluation. 
Accuracy (Acc) [24] is a key metric for evaluating performance 
that indicates the proportion of correctly classified samples in 
the test dataset. To provide a holistic assessment of the model's 
effectiveness, additional metrics such as precision (PPV), 
sensitivity (Sen) [25], and F1-score (F1) [26] were considered. 
PPV measures the reliability of positive predictions, Sen 
assesses true positive detection, and F1 balances both, 
providing a comprehensive measure of the model. 

Acc =  
,-.,/

,-.0-.0/ .,/
              (1) 

PPV =  
,-

,-.0-
     (2) 

Sen =  
,-

,-.0/
     (3) 

F1 = 2 ∙
--8 ·:;<

--8 .:;<
    (4) 

IV. RESULTS AND WEB APPLICATION 

A. Results 

The results of the evaluation demonstrate the progression of 
performance from the original MobileNetV3-Small to the 
proposed optimized MobileNetV3-Small, and finally to the 
SRGAN-enhanced optimized MobileNetV3-Small. The 
original MobileNetV3-Small, as shown in Table II, achieved 
98.9% PPV, 99.1% Sen, 99.0% F1, and 99.0% Acc for X-ray 
images, and 99.2% PPV, 99.6% Sen, 99.4% F1, and 99.5% 
Acc for CT images. As shown in Table III, the optimized 
MobileNetV3-Small achieved 98.2% PPV, 98.7% Sen, 98.4% 
F1, and 98.5% Acc in X-ray images and 97.5% PPV, 98.2% 
Sen, 97.8% F1, and 98.0% Acc in CT images. As shown in 
Table IV, further enhancement using SRGAN resulted in 
exceptional performance, reaching 99.4% PPV, 99.6% Sen, 
99.5% F1, and 99.5% Acc in X-ray images and 99.7% PPV, 
99.8% Sen, 99.7% F1, and 99.8% Acc in CT images. 
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TABLE II.  RESULTS OF ORIGINAL MOBILENETV3-SMALL 

Metric X-ray (%) CT (%)  

PPV 98.9 99.2 

Sen 99.1 99.6 

F1 99 99.4 

Acc 99 99.5 

TABLE III.  RESULTS OF OPTIMIZED MOBILENETV3-SMALL 

Metric X-ray (%) CT (%)  

PPV 98.2 97.5 

Sen 98.7 98.2 

F1 98.4 97.8 

Acc 98.5 98 

TABLE IV.  RESULTS OF SRGAN WITH OPTIMIZED 
MOBILENETV3-SMALL 

Metric X-ray (%) CT (%)  

PPV 99.4 99.7 

Sen 99.6 99.8 

F1 99.5 99.7 

Acc 99.5 99.8 

 
Although the original MobileNetV3-Small achieved strong 

performance, with 99% Acc in X-ray and 99.5% Acc in CT 
images, these results come at the cost of significantly higher 
parameters (2.9M) and memory usage (8 MB). The optimized 
MobileNetV3-Small achieved comparable results, with 98.5% 
Acc in X-ray and 98.0% Acc in CT images, while reducing the 
parameters to ~0.8M and memory to ~2.5 MB. This significant 
reduction in computational cost underscores the lightweight 
and resource-efficient design of the optimized MobileNetV3-
Small, making it well-suited for real-time applications. 
Furthermore, the integration of SRGAN with the optimized 
MobileNetV3-Small further enhances performance, achieving 
99.5% Acc in X-ray and 99.8% Acc in CT images. These 
results demonstrate that SRGAN not only compensates for the 
lightweight architecture but also elevates its performance 
beyond that of the original MobileNetV3-Small, making it a 
superior solution for COVID-19 detection in both X-ray and 
CT images. 

B. Web Application 

The development of the web application for COVID-19 
detection involves several steps and tools. Python served as the 
primary programming language, with TensorFlow/Keras [27] 
used to load and integrate the model for predictions. Flask [28] 
was employed to build the web application, creating routes for 
homepage display and prediction handling, while Numpy [29] 
and Pillow handled numerical computations and image 
preprocessing, including resizing to 224 × 224  pixels and 
normalization to [0, 1]. The user interface was designed with 
HTML and CSS, offering a simple and intuitive platform for 
uploading X-ray and CT images and displaying predictions in 
real-time, as shown in Figure 3. This setup ensures a 
lightweight, efficient, and user-friendly solution for real-time 
COVID-19 detection in resource-constrained environments. 

 

  
Fig. 3.  Web application. 

V. DISCUSSION 

The proposed optimized MobileNetV3-Small model with 
SRGAN was compared with existing methods, as shown in 
Table V. The comparative analysis reveals distinct differences 
in the application support and computational efficiency of the 
reviewed models, highlighting their strengths and limitations in 
handling X-ray and CT images, as well as their suitability for 
lightweight deployment.  

FECNet [5] supports X-ray images exclusively, achieving 
accuracies of 92.70% (E1) and 92.53% (E2) with minimal 
computational requirements (~1M parameters and ~4 MB 
memory). Although lightweight, its lack of CT image support 
limits its applicability in broader medical diagnostics. SCNN 
[6] and LCCNN [7] focus exclusively on CT images, with 
SCNN achieving 94.88% accuracy using ~2.9M parameters 
and ~8 MB memory, and LCCNN achieving 91.78% accuracy 
with 1.9M parameters and ~7.76 MB memory. LCCNN is 
lighter but sacrifices accuracy, and both models lack support 
for X-ray images, restricting their versatility. DTL models [8] 
achieve a high accuracy of 98% on CT images but rely on 
computationally heavy architectures such as VGG16, requiring 
~138M parameters and ~528 MB memory. These resource 
demands make these models unsuitable for lightweight, real-
time applications. Similarly, BBO-CNN [9], designed for CT 
images, achieves moderate efficiency with 94.09% accuracy 
but requires ~5M parameters and ~20 MB memory, which is 
significantly less lightweight compared to modern optimized 
architectures. Multi-CNN models [10] broaden support to both 
X-ray and CT images, achieving 97% and 99% accuracy, 
respectively. However, their computational demands (~23M 
parameters and ~88 MB memory) hinder their deployment in 
resource-constrained environments. Despite their high 
accuracy, the lack of lightweight design limits their practicality 
for real-time use. RGFSAMNet [11], a strong competitor, 
supports both X-ray and CT images, delivering exceptional 
accuracy (99.48% for X-ray and 99.6% for CT). However, its 
resource-intensive nature (~25M parameters and ~100 MB 
memory) makes it unsuitable for lightweight applications, 
despite its high performance and explainability features. 

In contrast, the proposed method that integrates SRGAN 
with Optimized MobileNetV3-Small offers comprehensive 
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support for both X-ray and CT images with unparalleled 
efficiency. The model achieves outstanding accuracies of 
99.5% for X-ray and 99.8% for CT images, utilizing only 
~0.8M parameters and ~2.5 MB memory. This lightweight 
design is significantly more efficient than all other reviewed 
models, enabling seamless deployment in real-time resource-

constrained environments such as web and mobile platforms. 
By combining versatility, high accuracy, and lightweight 
architecture, the proposed method sets a new benchmark for 
dual-modality COVID-19 detection, addressing the limitations 
of prior methods and making it the most practical and effective 
solution for modern diagnostic applications. 

TABLE V.  COMPARISON OF THE PROPOSED MODEL WITH RELATED WORKS. 

Reference Year Dataset Method Best Acc. Parameters Memory 
Application Support 

X-ray Image CT Image 

[5] 2023 
E1: 296 images, 

E2: 640  

Four-Direction GLCM + 

ELM 

92.70% (E1), 

92.53% (E2) 
~1M ~4 MB  

 

[6] 2023 640 CT images Swish-based CNN 94.88% ~2.9M ~8 MB  
 

[7] 2023 640 CT images 
Lightweight 8-layer 

CNN 
91.78% 1.9M 

~7.76 

MB  
 

[8] 2023 2481 CT images 

Transfer Learning 

(VGG16, ResNet-50, 

etc.) 

98% ~138M ~528 MB  
 

[9] 2024 296 CT images BBO-CNN 94.09% ~5M ~20 MB 
 

 

[10] 2024 

CT (746 images) 

+ X-ray (2872 

images) 

Xception, ResNet-50, 

etc. 

X-ray: 97%,  

CT: 99% 
~23M ~88 MB  

 

[11] 2024 

CT (2482 

images), X-ray 

(12,576 images) 

ResNet-50 + Feature 

Fusion + Attention 

 X-ray: 99.48%,  

CT: 99.6% 
~25M ~100 MB   

Proposed 

CT (2482 

images), X-ray 

(12,576 images) 

Optimized 

MobileNetV3-Small 

 X-ray: 98.5%, 

CT: 98% 

~0.8M ~2.5 MB   SRGAN with 

optimized 

MobileNetV3-Small 

 X-ray: 99.5%, 

CT: 99.8% 

 

VI. CONCLUSION 

This study presented a novel approach to COVID-19 
detection by integrating SRGAN with an optimized 
MobileNetV3-Small model to effectively classify X-ray and 
CT images. The proposed method achieved outstanding 
accuracies of 99.5% for X-ray and 99.8% for CT images while 
significantly reducing computational complexity. By 
optimizing MobileNetV3-Small, a lightweight architecture 
with ~0.8M parameters and ~2.5 MB memory was achieved, 
making it a more efficient solution than existing works. 
Furthermore, SRGAN enhances image quality, allowing 
superior feature extraction and further improving classification 
performance. The proposed model addresses the limitations of 
existing methods, such as high computational demands, large 
parameter counts, and limited real-time applicability. Its ability 
to balance accuracy and efficiency ensures its suitability for 
deployment in resource-constrained environments, such as 
web-based and mobile applications, facilitating real-time 
COVID-19 detection.  

Future work can explore further enhancements in image 
preprocessing, adaptive architecture tuning, and model 
generalization across larger and more diverse datasets. Overall, 
the proposed method provides a robust, lightweight, and high-
performing solution for real-world COVID-19 diagnosis. 
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