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Abstract: This work incorporates the identification of model in functional form using curve fitting and genetic programming technique which can forecast present and future load requirement of an Indian grid. Here new fitness function has been used in the genetic algorithm, the forecasting result has been compared with other model to find suitability of a model in this regional environment.
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1. 
INTRODUCTION
One of the primary power system planning tasks of an electric utility is to accurately predict load requirements at all times. Results obtained from load forecasting process are used in different areas such as planning and operation. Planning of future investment for the constructions depends on the accuracy of the long term load forecasting considerably therefore, several estimation methods have been applied for short, mid and long term load forecasting. Conventional load forecasting techniques are based on statistical methods. Stochastic time series, non-parametric regression models were used in load forecasting. Also soft computing techniques were used as load estimator, such as recurrent neural net work of ANN model [8]. The estimation of load in advance is commonly known as Load Forecasting. Power system expansion planning starts with a forecast of anticipated future load requirement. The estimation of both demand & energy requirement is crucial to an effective system planning. Demand predictions are used for determining the generation, capacity transmission and distribution system additions [3]. Load forecasting is also used to establish policies for constructions, capital energy forecast which are needed to determine future fuel requirements. Thus a good forecast reflecting the present and future trend is key to all planning.

D.K.Chaturvedi & R.K.Mishra (1995) [3] presented the Genetic Algorithm approach for long term load  forecasting. For load forecasting the results obtained through genetic algorithm is compared With the result given by APS(Annual Power Survey) carried out by CEA(Central Electricity Authority).Genetic Algorithms claims to provide near optimal solution or optimal solution for computationally intensive problems.


Dr. Hanan Ahmad Kamal (2002) [4] focused on technique of solving curve fitting problems using genetic programming Curve Fitting problems used to be solved by assuming the equation shape or degree then searching for the parameter values as done in regression techniques. This paper demonstrates that Curve Fitting problems can be solved using GP without need to assume the equation shape. Object oriented technique has been used to design and implement a general purpose GP engine.

M. A. Farahat and M. Talaat (2010) [6] presented a New Approach for Short-Term Load Forecasting Using Curve Fitting Prediction Optimized by Genetic Algorithms Curve fitting prediction and time series models are used for hourly loads forecasting of the week days. It is shown that the proposed approach provide very accurate hourly load forecast. Also it is shown that the proposed method can provide more accurate results. The mean percent relative error of the model is less than 1 %.
actual data. The ANN model is then used to forecast the annual peak demand of a Middle Eastern utility up to the year 2006.

Khaled M. EL-Naggar (2005) [2] which presents a paper which describe the comparison of three estimation techniques used for peak load forecasting in power systems. The three optimum estimation techniques are, genetic algorithms (GA), least error squares (LS) and, least absolute value filtering (LAVF). The problem is formulated as an estimation problem. Different forecasting models are considered.

Azadeh, S.F. Ghaderi and S. Tarverdian (2006) [7] presents a genetic algorithm (GA) with variable parameters to forecast electricity demand using stochastic procedures. The GA applied in this study has been tuned for all the GA parameters and the best coefficients with minimum error are finally found, while all the GA parameter values are tested together. The estimation errors of genetic algorithm model are less than that of estimated by regression method. Finally, analysis of variance (ANOVA) was applied to compare genetic algorithm, regression and actual data

Zargham Hayadri (2007) [1] presented a Time-Series Load Modeling and Load Forecasting Using Neuro-Fuzzy Techniques. In this method, energy data of several past years is used to train an Adaptive Network based on Fuzzy Inference System (ANFIS). ANN structure of ANFIS can capture the power consumption patterns, while the fuzzy logic structure of ANFIS performs signal trend identification
John R. Koza et al.,(1994) [17] presented the survey of genetic algorithm and genetic programming where both method has been compared and their represented scheme of solutions has been deeply focused.

Zhu Huan-rong et al (2010) [18] uses the genetic programming(GP) method to establish the  mathematical model of load forecasting to meet certain precision required under the conditions of a particular time in the future developing trend of the load to make estimates and assumptions of science. considering the meteorological factors on the impact of electricity load.

Edgar Manuel Carreno (2011) [21] formulated a paper which forecast a spatial electric load using cellular automation approach The most important features of this method are good performance, few data and the simplicity of the algorithm, allowing for future scalability. The approach is tested in a real system from a mid-size city showing good performance. Results are presented in future preference maps.

2. LONG TERM LOAD FORECASTING



This is done for 1-5 years in advance in order to prepare maintenance schedule of generating units, planning future generation capacity, entering into an agreement for energy interchange with neighboring utilities. There are two approaches namely,

A.
Peak Load approach



In this simple approach [26] is to extrapolate the trend curve, which is obtained by plotting the past values of annual peak against year of operation. The following analytical function can be used to determine the trend curve [13]. 

(i) Straight Line [image: image2.png]a+ bx




 

(ii) Parabola    [image: image4.png]y=a+b=x+cx’




(iii) Polynomial curve [image: image6.png]y=a+bx+cx® +dx?






y  represents peak load and x represents time in years. The most common method of finding coefficient [image: image8.png]a,b,c.d



is the least square curve fitting technique.

B. 
Energy approach



Another method is to forecast annual sales to different class of customers like residential, commercial industrial etc which can be converted to annual peak demand using annual load factor 

3. GENETIC PROGRAMMING [27]
Genetic programming is an extension of the genetic algorithm in which the structures in the population are not fixed-length character strings that encode candidate solutions to a problem, but programs that, when executed, are the candidate solutions to the problem. Genetic programming is a domain-independent method that genetically breeds a population of computer programs to solve a problem. Moreover, genetic programming transforms a population of computer programs into a new generation of programs by applying analogs of naturally occurring genetic operations iteratively .This process is illustrated in Fig 3.1.

[image: image9.emf] 

      Generate population of random programs  

             Evaluate Fitness  

         Darwinian Selection  

          Genetic Operations  

               Best Solution  



3.1 
Genetic Representation
The programs are represented in a tree form in GP, which is the most common form, and the tree is called program tree (or parse tree or syntax tree). Some alternative program representations include finite automata (evolutionary programming) and grammars (grammatical evolution).

For example, the simple expression min(x/5y, x+y) is represented as shown in Figure 3.2. The tree includes nodes (which are also called points) and links. The nodes indicate the instructions to execute. The links indicate the arguments for each instruction. In the following, the internal nodes in a tree will be called functions, while the tree’s leaves will be called terminals. The trees and their expressions in genetic programming can be represented using prefix notation (e.g., as Lisp S-expressions). A basic idea of lisp programs is required to understand the representations and programming of genetic programming. In prefix notation, functions always precede their arguments. In this notation, it is easy to see the correspondence between expressions and their syntax trees. Simple recursive procedures can convert prefix-notation expressions into infix-notation expressions and vice versa.

[image: image10.emf]
Fig 3.2 Basic Tree-Like Program Representation Used in Genetic Programming

The choice of whether to use such  a  linear  representation or  an  explicit tree representation is typically guided by questions of convenience, efficiency, the genetic operations being used (some may be more easily or more efficiently implemented in one representation), and other data one may wish to collect during runs. These tree representations are the most common in GP, e.g., numerous high-quality, freely available GP implementations use them.

3.2 Genetic   Programming Methodology
Genetic programming starts with a primordial ooze of thousands of randomly created computer programs. This population of programs is progressively evolved over a series of generations. The evolutionary search uses the Darwinian principle of natural selection (survival of the fittest) and analogs of various naturally occurring operations, including crossover (sexual recombination), mutation, gene duplication, gene deletion. In addition, genetic programming can automatically create, in a single run, a general (parameterized) solution to a problem in the form of a graphical structure whose nodes or edges represent components and where the parameter values of the components are specified by mathematical expressions containing free variables. That is, genetic programming can automatically create a general solution to a problem in the form of a parameterized topology.

 Preparatory Steps Of Genetic Programming:

Genetic programming starts from a high-level statement of the requirements of a problem and attempts to produce a computer program that solves the problem. The human user communicates the high-level statement of the problem to the genetic programming system by performing certain well-defined preparatory steps. The five major preparatory steps for the basic version of genetic programming require the human user to specify.

i. The set of terminals (e.g., the independent variables of the problem, zero-argument    functions, and random constants) for each branch of the to-be-evolved program,

ii. The set of primitive functions for each branch of the to-be-evolved program,

iii. The fitness measure (for explicitly or implicitly measuring the fitness of individuals in the population),

iv. Certain parameters for controlling the run

v. The termination criterion and method for designating the result of the run.

[image: image11.emf]
Fig 3.3 Preparatory steps of Genetic Programming

The figure below shows the five major preparatory steps for the basic version of genetic programming. The preparatory steps (shown at the top of the figure) are the human supplied input to the genetic programming system. The computer program (shown at the bottom) is the output of the genetic programming system. The first two preparatory steps specify the ingredients that are available to create the computer programs. A run of genetic programming is a competitive search among a diverse population of programs composed of the available functions and terminals.
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Fig 3.4 Functionality of Genetic Programming

3.3  Benefits Of Genetic Programming
A few advantages of genetic programming are:

(i)  Without any analytical knowledge accurate results are obtained.

(ii) If fuzzy sets are encoded in the genotype, new and more suited fuzzy sets are generated to describe precise and individual membership functions. This can be done by means of the intersection and/or union of the existing fuzzy sets.

(iii) Every component of the resulting GP rule-base is relevant in some way for the solution of the problem. Thus null operations that will expend computational resources at runtime are not encoded.

(iv) This approach does scale with the problem size. Some other approaches to the cart-centering problem use a GA that encodes NxN matrices of parameters. These solutions work badly as the problem grows in size (i.e., as N, increases).

(v)  With GP no restrictions are imposed on how the structure of solutions should be. Also the complexity or the number of rules of the computed solution is not bounded

3.4 
Applications Of  GP
There are numerous applications of genetic programming. Some of them are:

i.  
Black Art Problems 

ii.
Programming The Unprogrammable (PTU

iii. 
Commercially Useful New Inventions (CUNI) 

iv.
 Optimal Control 
4. RESULTS & DISCUSSION

Accurate load forecasting holds a great saving potential for electric utility corporations since it determines its main source of income, particularly in the case of distributors. Precise load forecasting helps the electric utility to make unit commitment decisions, reduce spinning reserve capacity and schedule device maintenance plan properly. It is therefore necessary that the electricity generating organizations should have prior knowledge of future demand with great accuracy. Some data mining algorithms play the greater role to predict the load forecasting. This research work examines and analyzes the use of Curve Fitting Techniques and Genetic Programming (GPLAB) as forecasting tools for predicting the energy demand for six years ahead and comparing the results. 

Case Study
Here a case study has been conducted on one of the state Odisha in India. The actual system data has been taken from Orissa Power Transmission Corporation Limited during the year 2001-2006 as presented:

Table 4.1 Annual System Demand of Odisha in MU

	Years
	2001-02
	2002-03
	2003-04
	2004-05
	2005-06
	2006-07

	MU
	10992.042
	11362.210
	11929.143
	12491.650
	13486.280
	15102.450
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Fig 4.1 Grid demand for year 2006 -2007

Polynomial Model 
Considering the above data, effort has been given to prepare a polynomial model as described below. 

The model found is fourth order modelwhich can be given as ;
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(4.1)
Table 4.2 Calculated Coefficient of a 4th degree polynomial model

	p1
	p2
	p3
	p4
	p5

	8.143
	-82.2
	351.2
	-209
	1.092*104


Table 4.3 Forecasted demand for existing data using polynomial model

	Years
	Output of the Polynomial model( MU)
	Error in 
%

	2001
	10988.50
	0.0003222

	2002
	11379.80
	0.0015481

	2003
	11894.00
	0.0029459

	2004
	12526.70
	0.0028058

	2005
	13468.70
	0.0013035

	2006
	15106.00
	0.0002350

	Years
	Output of the Polynomial model( MU)

	2007
	18020.30

	2008
	22988.70

	2009
	30983.70

	2010
	43173.20

	2011
	60920.50

	2012
	85784.30


Table 4.4 Forecasted demand for next six years using polynomial model
[image: image16.emf]
Fig 4.2 Graph for polynomial model for load forecasting

[image: image17.emf]
Fig 4.3Forecasting demand for next six years using polynomial model 

GP Model
The model found using genetic programming is
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(5.6)
GP is run for population size of 100 and 800 generations. The model is found at generation789

and the best fitness value 605.58

Table 4.5 Forecast demand using GP model

	Years
	Output of the GP model( MU)
	Error in 
%

	2001
	10993.50
	0.0003532

	2002
	11370.80
	0.0007566

	2003
	11900.47
	0.0024039

	2004
	12490.19
	0.0007650

	2005
	13460.80
	0.0018890

	2006
	15106.71
	0.0002350


[image: image20.emf]
	Years
	Output of the GP model( MU)

	2007
	16020.30

	2008
	17988.70

	2009
	19983.70

	2010
	21173.20

	2011
	25920.50

	2012
	34784.30


Fig 4.4Forecasted demand for actual system data
Table 4.6 Forecast demand for next six years using
GP model

[image: image21.emf]
Fig 4.5 Forecasted demand for next six consecutive years

Discussion
Annual demand data has been taken from various utility as case studies. Both conventional and symbolic regression has been successfully implemented using input data. Considering the demand data of India based power utility, SSE in case of GP model is 0.001067117 which is less than Polynomial model which is 0.001527. It means if SSE is low the sum of vertical distances between the desire curve and the obtained curve is small, which guarantees the best model. Here GP is run population size of 100 and 800 generations. The best fitness value is found to be 605.58 at generation 789. 
CONCLUSION

While forecasting the future energy consumption using the data of turkey base power utilities by the method of curve fitting and genetic programming technique .We have used polynomial model, power model and GP model to forecast the load requirements by providing time as an independent variable, it is found that output produces by power and polynomial model  somewhat deviates from the actual data while output produces by GP model closely resembles the actual value and error is less in case of Genetic Programming. Moreover SSE nearly approaches zero in case of GP model as compared to curve fitting technique which ensures that model found using GP closely fits the actual data. Hence forecasting of annual energy consumption must be done based upon Genetic Programming which uses symbolic regression technique. This is the advantages of symbolic regression over conventional regression technique .In symbolic regression both model and its coefficients can be found which minimizes the chance of selecting a inbuilt function which may not be a better model as in case of curve fitting technique. To test the model RMSE has been calculated and compared .It is been found to be nearly one in case of GP model while its value deviates from one in case of power model or polynomial model 

FUTURE SCOPE OF THE WORK

In the present work Genetic programming is used to forecast the future load requirements which incorporate time as an independent variable and energy consumption as a dependant variable. Practically it may be possible to include weather information, temperature, GDP, Number of consumers as independent variables. We can apply genetic algorithm, ANN, Fuzzy Logic to long term energy forecasting so as to get desired form of accuracy. We can also use GA-ANN and other hybrid optimization technique to forecast the future load requirements.
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